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(b) Unconstrained Fashion Landmark Detection

(a) Constrained Fashion Landmark Detection
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DUN

Fully Convolutional DFA?
Spatial Transformer?

Selective Dilated Convolutions?
HR Spatial Transformer?

Scale Regularization?
detection rate (%) 56.9 62.8 64.8 71.2 73.8

Table 1: Ablation study on different components of Deep Unchained Network (DUN). ‘Selective Dilated Convo-
lutions’, ‘Hierarchical Recurrent Spatial Transformer’ and ‘Scale Regularization’ are effective for unconstrained
fashion landmark detection.

L. Collar R. Collar L. Sleeve R. Sleeve L. Hem R. Hem Mean
Fully Convolutional DFA 75.4% 75.7% 52.1% 52.7% 61.2% 61.6% 60.8%
Clothes Detector + DFA 76.3% 76.1% 56.3% 57.6% 61.7% 61.1% 63.1%
Joint RPN + DFA 79.5% 79.8% 55.0% 57.7% 65.4% 66.6% 66.0%
DUN 83.3% 83.7% 64.6% 66.7% 71.7% 72.4% 73.8%

Table 2: Performance comparisons of unconstrained fashion landmark detection on different fashion landmarks.
‘L. Collar’ represents left collar while ‘R. Collar’ represents right collar.

Competing Methods. DUN is benchmarked against several best performing methods for uncon-97

strained landmark detection, which are roughly classified into three groups: (1) sliding window98

based: ‘Sliding Window + DFA’. Note that DFA is not re-trained here. (2) sequential localization99

and landmark detection: ‘Clothes Proposal + DFA’ and ‘Clothes Detector + DFA’ all fall into this100

category. For the latter, these two networks are trained separately. (3) joint localization and landmark101

detection: ‘RPN + DFA’. Note that these two sub-networks are jointly trained.102

3.1 Ablation Study103

In this section, we perform an in-depth study of each component in Deep Unchained Network (DUN).104

Component-wise Investigation. Table 1 presents the component-wise investigation of Deep Un-105

chained Network (DUN). First, we convert DFA to fully-convolutional DFA. Then, we gradually106

add ‘selective dilated convolutions’, ‘hierarchical recurrent spatial transformer’ and ‘scale regular-107

ization’ to this base model, which lead to 7.9%, 6.4% and 2.6% gains respectively. Our final model108

achieves the detection rate of 73.8%, demonstrating its superiority over base model on the problem109

of unconstrained fashion landmark detection.110

Per-landmark Analysis. Table 2 demonstrates the percentage of detection rates on different fashion111

landmarks, with the distance threshold fixed at 35 pixels. We can observe that our approach achieves112

the best performance and has substantial advantages over all the fashion landmarks. Another113

observation is that detecting ‘sleeve’ is more challenging than detecting ‘collars’ and ‘hemlines’ since114

the positions of sleeves are much more flexible due to various clothing styles and human poses in real115

life. Visual comparisons of unconstrained fashion landmark detection by different methods are given116

in Fig. 31. DUN produces accurate and robust predictions.117

4 Conclusion118

In this work, we study the problem of unconstrained fashion landmark detection, where no bound-119

ing box annotations are provided during both training and testing. To address this challenging120

task, we propose Deep Unchained Network (DUN) with two dedicated modules: Selective Dilated121

Convolutions for handling scale discrepancies and Hierarchical Recurrent Spatial Transformer for122

handling background clutters. Extensive experiments demonstrate the effectiveness of DUN over123

other state-of-the-art methods.124

1Please refer to Appendix for visual results.
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