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Why Need Generalization?

• In practice there is often a distribution shift between training and testing

Train
Test

?
? ?



Rethinking Generalization
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Convolution v.s. Attention (2D Vision)

Zhang et al., Delving Deep into the Generalization of Vision Transformers under Distribution Shifts, CVPR 2022

Related Works:

Bai et al., Are Transformers More Robust Than CNNs, NeurIPS 2021
Zhou et al., Understanding the Robustness in Vision Transformers, arXiv 2022



The Rise of Transformers

Success of Vision Transformers



2D Sensory Data with Distribution Shifts

in-distribution
out-of-distribution

Taxonomy of out-of-distribution shifts in 2D images 



Investigation Protocol

Categorization of distribution shifts 

➢ Accuracy on OOD Data

𝐴𝑐𝑐(𝐹, 𝐶;𝒟𝑜𝑜𝑑) =
1

|𝒟𝑜𝑜𝑑|


(x,𝑦)∈𝒟𝑜𝑜𝑑

𝟏 (𝐶(𝐹(x)) = 𝑦).

➢ IID/OOD Generalization Gap

𝐺𝑎𝑝(𝐹, 𝐶; 𝒟𝑖𝑖𝑑 , 𝒟𝑜𝑜𝑑) = 𝐴𝑐𝑐(𝐹, 𝐶;𝒟𝑖𝑖𝑑) − 𝐴𝑐𝑐(𝐹, 𝐶; 𝒟𝑜𝑜𝑑).

Out-of-distribution (OOD) 
generalization evaluation protocols



Experimental Results and Analysis

ImageNet-9 Results

Original

ImageNet-9 Dataset

Only-FG Mixed-Next Mixed-Rand Mixed-Same

OOD Accuracy IID/OOD Generalization Gap

Background shift results • ViTs perform with a weaker
background-bias than CNNs.

• A larger ViT extracts a more
background-irrelevant
representation.



Experimental Results and Analysis

ImageNet-C ResultsImageNet-C Dataset

Corruption shift results

OOD Accuracy IID/OOD Generalization Gap

• ViTs deal with corruption
shifts better than CNNs and
generalize better along
with model size scaling up.

• ViTs benefit from diverse
augmentation in enhancing
generalization towards
vicinal impurities, but their
architectural advantage
cannot be overlooked.



Experimental Results and Analysis
Texture shift results

Context Texture Cue Conflict 
Stimuli

Stylized-ImageNet Dataset

Cue Conflict Stimuli Dataset
Cue Conflict Stimuli Results

Stylized-ImageNet Results

• ViTs' stronger bias towards
shape enables them to
generalize better under
texture shifts and their shape
biases have a positive
correlation with their sizes.

• ViTs with larger patch size
exhibit a stronger bias
towards the shape.



Experimental Results and Analysis

real

painting

clipart

sketch

DeiT-B/16 DeiT-S/16 

BiT BiTda

quickdraw

DomainNet Dataset DomainNet Results

Style shift results

• ViTs have diverse
performance on
IID/OOD generalization
gap under Style shifts.



Experimental Results and Analysis

Grad-CAM Heat Maps
Accuracies of models trained 

with real on different domains

Structure bias investigation

• ViTs shows
stronger bias
towards object
structure.



Experimental Results and Analysis

real vs. painting real vs. sketch real vs. quickdraw

T-SNE Visualization Results in Layer 12

Structure bias investigation

• ViTs will eliminate
different levels of DS
in different layers.



Enhancing Generalization of ViTs

    

    

             

            

       

 

     

     

     

         

 

      

          

 

             

Generalization-Enhanced ViTs

T-ADV (based on adversarial learning)

             

            

       

 

         

         

     

     

     

      

          

 

    

               

               

T-MME (based on minimax entropy)



Enhancing Generalization of ViTs

Generalization-Enhanced ViTs

T-SSL (based on self-supervised learning)

             

            

       

 

     

     

      

          

 
             

      

      

    

      

      

    

       

       

           

       

          

           

       

          

   

    

    

      

      

                   

                   

                

                    

                    

                 

               



Enhancing Generalization of ViTs

        

    

T-ADV T-MME

T-SSL

Model Method R→C R→P P→C C→S S→P R→S P→R Avg.

DeiT-B/16

- 54.6 48.4 40.4 45.7 36.8 41.3 55.3 46.1

T-ADV 58.2 50.9 41.9 51.2 46.1 47.5 55.7 50.2

T-MME 60.6 52.0 42.3 50.3 45.8 48.0 54.9 50.5

T-SSL 56.8 49.1 46.0 51.8 47.0 46.0 61.0 51.1

DeiT-S/16

- 50.6 45.8 36.1 43.4 35.2 39.3 52.1 43.2

T-ADV 53.6 47.8 38.0 47.1 41.6 41.9 52.8 46.1

T-MME 56.9 49.2 39.0 46.5 43.0 42.1 52.5 47.0

T-SSL 53.9 46.7 42.8 47.3 43.0 40.9 57.1 47.4

BiT

- 42.2 41.1 30.7 37.0 28.2 32.6 48.5 36.8

DANN 45.2 42.9 33.0 40.4 36.6 35.3 49.3 40.4

MME 50.2 44.6 34.8 40.3 38.4 37.8 47.6 42.0

SSL 52.6 42.8 39.0 45.7 39.1 39.7 56.1 45.0

VGG-16

- 39.4 37.3 26.4 33.0 25.6 27.8 45.7 33.6

DANN 43.3 40.1 28.7 36.2 31.6 35.5 44.7 37.2

MME 42.7 42.5 27.4 36.9 33.9 32.6 45.9 37.4

SSL 43.8 41.9 32.2 35.7 37.0 31.1 55.2 39.5

Studies on Generalization-Enhanced ViTs

Results of Generalization-enhanced methods Effectiveness of different training strategies



Code and models

• Released at https://github.com/Phoenix1153/ViT_OOD_generalization

https://github.com/Phoenix1153/ViT_OOD_generalization


Convolution v.s. Attention (3D Vision)

Ren et al., Benchmarking and Analyzing Point Cloud Classification under Corruptions, ArXiv 2022

Related Works:

Sun et al., Benchmarking Robustness of 3D Point Cloud Recognition Against Common Corruptions, ArXiv 2022



Robustness is Crucial in Point Cloud

• Point clouds are used in safety-critical applications but often suffer from 
severe OOD corruptions.

Corruptions are severe and OOD
e.g., occlusions, sensory noise

Clean Real-world

Applications are safety-critical 
e.g., autonomous driving



3D Sensory Data with Distribution Shifts

• Corruptions Taxonomy: We break down common corruptions into detailed 
corruption sources, and further simplify them into a combination of atomic 
corruptions.



Comprehensive Benchmarking Suite

ModelNet-C: ModelNet40 is one of the most used benchmarks. We corrupt 
the ModelNet40 testset using the atomic corruptions with varying severities.

Atomic Corruptions Different Severities



Evaluation Protocol

Evaluation Metrics: Inspired by the ImageNet-C, we use mean CE (mCE), as 
the primary metric. Compared to the commonly used Overall Accuracy (OA), 
mCE shows average performance under all types of corruptions.



Indicative of real-world robustness?

• Yes. We observe that ModelNet-C mCE strongly correlates to ScanObjectNN
(SONN) OA. In comparison, ModelNet40 OA has nearly no correlation to 
SONN OA.



Point cloud classifier getting more robust?

• No. Although the accuracy on ModelNet40 gradually saturates, the 
robustness is at the risk of getting worse, due to the lack of a standard test 
suite. 



What makes a robust point cloud classifier?

• Three main components: 1) architecture design, 2) self- supervised 
pretraining 3) augmentation methods. 



What makes a robust point cloud classifier?

• We conduct a comprehensive 
analysis and observe:
• Proper architecture designs can 

improve robustness, e.g., advanced 
grouping and self-attention.

• Pretrain signals can be transferred, 
benefiting robustness under specific 
corruptions. 

• Mixing and deformation 
augmentations can bring significant 
improvements to model robustness. 



Enhancing Robustness in Point Cloud

• For verification, we propose a new architecture and a new augmentation 
technique strictly following our empirical findings. 

• They outperform existing methods.

Our proposed architecture RPC Our proposed augmentation WolfMix



Conclusion

• The SoTA methods for point cloud classification on clean data are becoming 
less robust to random real-world corruptions.

• We highly encourage future research to focus on classification robustness 
so as to benefit real applications. 

ModelNet-C Benchmark Result



Code, Models & Dataset
Released at https://github.com/jiawei-ren/ModelNet-C

https://github.com/jiawei-ren/ModelNet-C
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Vision + Language

Zhou et al., Learning to Prompt for Vision-Language Models, ArXiv 2021
Zhou et al., Conditional Prompt Learning for Vision-Language Models, CVPR 2022



Learning with discrete labels

• For image recognition we basically learn associations between images and 
discrete labels (represented by randomly initialized vectors)

cat

dog

cat

dog



Problems with discrete labels

• Difficult to scale the dataset

We’re talking about millions of images
Ambiguity: a baby or a cat?



Problems with discrete labels

• Cannot generalize to new concepts (new data needs to be collected)

cat

dog



Learning with multi-modality signals

• Using natural language as supervision

Caption: a baby holding a kitten • more accurate description
• can easily scale up the dataset (just search 

image-text pairs or use image & alt-text)



Large vision-language models

Learning Transferable Visual Models From 

Natural Language Supervision
ICML 2021

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,

Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, Ilya Sutskever

OpenAI



Contrastive language-image pre-training

• Training pipeline

A batch of images

A batch of captions

normalize w/ softmax

L2-normalization

L2-normalization

maximize the 
diagonal while 
minimize the rest

cosine similarity

Radford et al. Learning transferable visual models from natural language supervision. ICML 2021.



Contrastive language-image pre-training

• Test time: can naturally do zero-shot recognition

The classification weights (representing visual concepts) are 
synthesized from natural language, a.k.a. prompting

Radford et al. Learning transferable visual models from natural language supervision. ICML 2021.



Remarkable zero-shot performance & 
robustness to domain shift

Radford et al. Learning transferable visual models from natural language supervision. ICML 2021.



Problem with hand-crafted prompt

• Difficult to tune the context words

Describable Textures (DTD) EuroSAT

a [CLASS].

a photo of [CLASS].

a photo of a [CLASS].

[V]1 [V]2 … [V]M [CLASS].

80.77

78.99

84.42

92.00

Flowers102

a photo of a [CLASS].

a flower photo of a [CLASS].

a photo of a [CLASS], a type of flower.

[V]1 [V]2 … [V]M [CLASS].

56.68

61.23

62.32

93.22

a photo of a [CLASS].

a photo of a [CLASS] texture.

[CLASS] texture.

[V]1 [V]2 … [V]M [CLASS].

38.24

37.71

40.72

62.55

a photo of a [CLASS].

a satellite photo of [CLASS].

a centered satellite photo of [CLASS].

[V]1 [V]2 … [V]M [CLASS].

22.30

31.12

31.53

81.60

Caltech101 Prompt

Prompt

Prompt

Prompt

Accuracy

Accuracy

Accuracy

Accuracy

(a) (b)

(c) (d)

Question: Can we instead learn the context? (Yes, use prompt learning!)

Zhou et al. Learning to prompt for vision-language models. arXiv preprint 2021.



Context optimization (CoOp)

• Main idea: turn the context words into learnable vectors

Zhou et al. Learning to prompt for vision-language models. arXiv preprint 2021.



Pros: CoOp is a few-shot learner

• Evaluation on 11 datasets: ImageNet, Caltech101, OxfordPets, StanfordCars, 
Flowers102, Food101, FGVCAircraft, SUN397, DTD, EuroSAT and UCF101

A bit sensitive 
to label noiseZhou et al. Learning to prompt for vision-language models. arXiv preprint 2021.



Pros: CoOp is robust to domain shift

Shorter context length, 
better robustness

Zhou et al. Learning to prompt for vision-language models. arXiv preprint 2021.



Cons: soft prompt learning is difficult to 
interpret

Conclusion: cannot use nearest 
words for interpretation

Zhou et al. Learning to prompt for vision-language models. arXiv preprint 2021.



Problem with CoOp

• Overfit base classes and fail to generalize to new classes

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Conditional context optimization (CoCoOp)

• Main idea: condition the context on each input image

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Findings

• Conditional prompt learning is more generalizable

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Findings

• Sacrifice accuracy on base classes but the gains on generalization are larger

(a) (b)

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Findings

• Conditional prompt learning is also more transferable

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Findings

• More robust to domain shift as well

Zhou et al. Conditional Prompt Learning for Vision-Language Models. CVPR 2022.



Code and models

• Released at https://github.com/KaiyangZhou/CoOp

https://github.com/KaiyangZhou/CoOp


2D + 3D

Hong et al., Versatile Multi-Modal Pre-Training for Human-Centric Perception, CVPR 2022 (Oral)



Why Human-Centric Pre-train?

Vital role in many applications Expensive and dense annotations

DensePose Part Segmentation

Part Segmentation 3D Keypoints



Multi-modal Nature of Human Data
Dense representations Sparse representations

RGB Depth

Infrared

2D Keypoints

3D Keypoints

Pros: rich texture/ 3D geometry
Cons: low-level and noisy

Pros: rich in semantics and structured
Cons: insufficient detailsHow to

combine both
in pre-train?



HCMoCo – Principles of Learning Targets
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HCMoCo – General Paradigm
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High Performance on Downstream Tasks
One-time pre-training, boost the performance of all the downstream tasks of multiple modalities.



Versatility of HCMoCo

ℒ′

ℒ

Training

Inference

GT
ℒ′

ℒ

GT

(a) Cross-Modality Supervision

Training

Inference

OR

(b) Missing-Modality Inference



Dataset – NTURGBD-Parsing-4K
R

G
B

D
ep

th
A

n
n

o
ta

ti
o

n right hip right knee right foot

left hip left knee left foot

left shoulder left elbow left hand

right shoulder right elbow right hand

crotch right thigh right calf

left thigh left calf lower spine

upper spine head left arm

left forearm right arm right forearm

Label Distribution

• The first RGB-D human parsing dataset
• Uniformly sampled 3926 samples from NTU RGB+D (60/120)
• Annotate 24 human body parts



Code, Models & Dataset
Released at https://github.com/hongfz16/HCMoCo

https://github.com/hongfz16/HCMoCo
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Out-of-Distribution Detection

Yang et al., Generalized Out-of-Distribution Detection: A Survey, ArXiv 2021
Yang et al., Full-Spectrum Out-of-Distribution Detection, ArXiv 2022



Generalized OOD Detection: A Survey

[Jingkang Yang, Kaiyang Zhou, Yixuan Li, Ziwei Liu. Generalized OOD Detection: A Survey. arXiv:2110.11334. 2021 ]

Why We Write The Survey:
- Several topics share quite similar goals:

- Anomaly Detection (AD)
- Novelty Detection (ND)
- Open Set Recognition (OSR)
- Out-of-Distribution (OOD) Detection
- Outlier Detection (OD)

- We discuss the commonalty and difference among 
them to eliminate the confusion for practitioners and 
newcomers.

- A generic framework generalized OOD detection is 
proposed to encompasses all five problems, which 
can be seen as special cases or sub-tasks and are 
easier to distinguish.

https://github.com/Jingkang50/OODSurvey

http://arxiv.org/abs/2110.11334


Generalized OOD Detection: A Survey

[Jingkang Yang, Kaiyang Zhou, Yixuan Li, Ziwei Liu. Generalized OOD Detection: A Survey. arXiv:2110.11334. 2021 ]

https://github.com/Jingkang50/OODSurvey

Generic Framework:
- Generalized OOD Detection

http://arxiv.org/abs/2110.11334


(b) One-Class Novelty Detection

Train

Test

(c) Multi-Class Novelty Detection

Test

(d) Open Set Recognition
& Out-of-Distribution Detection*

(e) Outlier Detection

All Observations are provided

dog

Train

dog cat fish

Train

dog cat fish

(a) Sensory Anomaly Detection

Train

Test

dog
Test

Generalized Out-of-Distribution Detection

ID 
fish

OOD OOD

ID ID

ID

ID ID

ID OOD

OOD

ID ID

ID

ID 
dog

ID 
cat

Anomaly Detection

Semantic Anomaly Detection / Novelty Detection

OOD Detection is generally the same as OSR in classification task, but OOD Detection 
encompasses a broader spectrum of learning tasks and solution space (ref. Section 2.6)

*

Generalized OOD Detection: A Survey

[Jingkang Yang, Kaiyang Zhou, Yixuan Li, Ziwei Liu. Generalized OOD Detection: A Survey. arXiv:2110.11334. 2021 ]

https://github.com/Jingkang50/OODSurvey

Generic Framework:
- Generalized OOD Detection

http://arxiv.org/abs/2110.11334


Generalized OOD Detection: A Survey

[Jingkang Yang, Kaiyang Zhou, Yixuan Li, Ziwei Liu. Generalized OOD Detection: A Survey. arXiv:2110.11334. 2021 ]

https://github.com/Jingkang50/OODSurvey

Methodology Taxonomy 

http://arxiv.org/abs/2110.11334


Benchmarking Generalized OOD Detection
OpenOOD: https://github.com/Jingkang50/OpenOOD



Problem with Classic OOD Benchmark
Problem on current OOD Benchmarks

Table: Results on Standard OOD Detection Benchmarks

- Classic OOD Benchmark:
- Saturated benchmark
- Model can only rely on covariate 

shift detection to performing OOD 
detection

- But OOD detection should focus on 
semantic anomalies



Full-Spectrum OOD Benchmark
Problem on current OOD Benchmarks

- Classic OOD Benchmark:
- Saturated benchmark
- Model can only rely on covariate 

shift detection to performing OOD 
detection

- But OOD detection should focus on 
semantic anomalies

- Full-Spectrum OOD Benchmark:
- Introducing Covariate-Shifted In-

Distribution Data
- A better benchmark to evaluate 

semantic shift detection capability
- Promoting robustness in OOD 

detection



Full-Spectrum OOD Benchmark
Full-Spectrum OOD Benchmark:
- Introducing Covariate-Shifted In-Distribution Data
- A better benchmark to evaluate semantic shift detection capability
- Promoting robustness in OOD detection

- Most previous methods completely fail on FS-OOD setting
- In fact, CIFAR-level OOD detection benchmarks are still not saturated 

and may still need more exploration

[Jingkang Yang, Kaiyang Zhou, Ziwei Liu. Full-Spectrum OOD Detection. arXiv:2114.05306. 2022 ]

(i) Training ID

(ii) Covariate Shifted ID

(iii) Near-OOD

(iv) Far-OOD

Semantic Shift

C
o
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ar

ia
te

 S
h

if
t

ImageNet

ImageNet-v2 MNIST Texture

iNaturalist ImageNet-O

ImageNet-C

(c) FS-OOD Benchmark: ImageNet

X-Ray-Bone

OpenImage-O

Figure: Large-Scale Full-Spectrum OOD Detection Benchmarks

http://arxiv.org/abs/2110.11334


Code, Models & Dataset
OpenOOD: https://github.com/Jingkang50/OpenOOD



Thank you for listening!
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