Predictive World Models:
Faithfulness, Interactiveness and Planning

G1

Superficial Faithfulness

PRORORAR ke

@ Low-Level Interactiveness

ke

Without Obvious
Planning Ability

Consistent Faithfulness
iy

YEICITIT

@‘ Semantic and Navigational
Interactiveness

YON W

@: Simple Task Planning

3

Physically Intrinsic

= Faithfulness

ks

=), Real-Time and Local
Interactiveness

@- Complex Task Planning

XGOSRk

@, Global and Multi-Modal
Interactiveness

PARAGAGAGA(

Stochasticity Planning

YEITITIT

| Seattle, Beijing, |

Lake... JL Singapore...

| Venus, Mars.. )| _ lake.. ;. Singapore...

( i Vg N\
Faithfulness 5 Bl
G4 ’
@ Interactiveness —~ —— =
0 i - ‘/4 == wWwmr |
. Ph.y5|cally Intrinsic - —~ St Lo Jl

Planning “~ Faithfulness ol e S e e ey
—————————— | Earth, Jupiter, || Ocean, River,

Future World Model

[ Real-Time ] [ Stochasticity

O

[ Multi-Scale Planning };@D

OOI Physically Intrinsic Faithfuness

______ \
Autonomous |
vehicles

| Creative and Robotics and
| artistic pro uct)| agent motion
~ ——

T Y T T T T T \a
| |I
|

= = s

e (=

8 &

]
=]

Nanyang Technological University

Ziwei Liu



What is a World Model ? Discussion Prompt- Which is harder:

predicting dynamics or generating visuals?

Definition: A World Model is a digital engine that encodes knowledge of the environment and simulates its dynamics,
with two key components.

1. Predictor — learns physical laws & future states
2. Generator (Renderer) — renders states into realistic video
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Motivation

(Physical & Mental World Model ?)

Prediction & Planning in World Model

Physical World Model Mental World Model

Text, Vision, Audio, Spatial Text, Vision,
Condition, Navigation Condition Audio ?2
Interaction
Experience
World Knowledge ’ Memory
State Evolution Planning i
Understanding
l Reasoning
Guiding l
Video Intention
Scene Action

e Video generation: good visual fidelity but lacks physics and reasoning

o Real-world needs — predict the future, long-horizon planning

e Vision = key for agents to see, predict, and act (language-centric to vision-centric)

e True world models = simulate dynamics (3D & 4D) + support decisions (digital & physical)




From Generation to Prediction

From Generation — Prediction

, , Formalization
e Generator: ensures visual consistency

e Predictor: models temporal dynamics Initial state: Sy=E(l)
e Prediction Task: anticipate next world state
State transition: Si.1=F(Sy, 1)
Takeaway
< Prediction = bridge between perception and causal simulation Frame rendering: Vi.1=R(St.1)

Discussion:
<" What is the right information flow? Implicit modeling or explicit modeling?
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WA Yann LeCun & « X.com
P @ylecun

From Generatlon to Pred |Ct|0n Lots of confusion about what a world model is.

Here is my definition:

From Generation — Prediction Given:

- an observation x(t)

¢ Gene.rator: ensures visual conS|stelncy - a previous estimate of the state of the world s(t)
e Predictor: models temporal dynamics - an action proposal a(t)

e Prediction Task: anticipate next world state - alatent variable proposal z(t)

Takeaway

<" Prediction = bridge between perception and causal simulation FVELIS e AR TRIRE

- representation: h(t) = Enc(x(t))

- prediction: s(t+1) = Pred( h(t), s(t), z(t), a(t) )
Where

- Enc() is an encoder (a trainable deterministic
function, e.g. a neural net)

Discussion:
<" What is the right information flow? Implicit modeling or explicit modeling?

Diffusion - Pred() is a hidden state predictor (also a trainable
Model deterministic function).
m—— - the latent variable z(t) represents the unknown
. information that would allow us to predict exactly
Pixel-Level
Learning what happens. It must be sampled from a

| g, i S distribution or or varied over a set. It parameterizes
the set (or distribution) of plausible predictions.



Architectures for Generator + Predictor (Unified Model ?)

Typical Architectures

Component Methods
Generator & Diffusion Models / Autoregressive
Predictor © Latent Transition / Physics-Informed
Joint Models &’ UniSim, Drive-WM, Cosmos, Genie
Key Insight:

Generator + Predictor must be tightly coupled

Discussion:
Should we build them separately or as one unified model?

Examples
High-Quality Videos
3D State Dynamics

Unified World Models



How Planning Emerges (CoT ?)

From Prediction to Planning

e Prediction: Anticipate the next state
Planning: Chain of Predictions to achieve goals
e Core Idea: Evaluate Alternative Futures =y Conduct Best Action

Applications:

é Autonomous Driving: Predict trajectories of cars & pedestrians, then plan safe driving.
@ Robotics: Plan navigation / action steps.
M Gaming / Agents: Predict opponent moves and plan strategies accordingly.

Discussion:
< What is the bottleneck of “next token prediction” moment for prediction? Data, architecture or objective?



The Five Levels of AGI
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Level 4

Level 5
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The Four Generations of World Model

Takeaway:
< World Models : Generative +

Stochastic Predictive + Planning
Reasoning

G4

Discussion:
<" Following the progress of Al
agent from L1 to L4, how fast
would the landscape of world
model evolve?

G3
Planning
G2

Prediction & Interaction
G1

Visual Quality



From Video
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Open Challenges
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Conclusion & Call for Discussion

e The field of world models is evolving from generation — prediction — planning.

o Integration of prediction and planning is key to building more robust and intelligent systems.

Time (GMT-5)

09:20 - 09:30

o We look forward to further discussion and insights in Mini3DV.

09:40 -10:20

More Resources: https://world-model-tutorial.github.io/

10:40 - 11:20

|

11:20 - 13:30

13:30 - 14:10

14:10 - 14:20

14:20 - 15:00

15:00 - 15:10

16110 - 156:50

16:50 - 16:00

16:00 - 16:40

16:40 - 16:50

Programme
Opening Remarks

Invited Talk: Scaling Foundation World Models as a Path to Embodied AGI

[Abstract] [Speaker Bio]
Jack Parker-Holder
Research Scientist, Google DeepMind
Coffee Break

Invited Talk: Physi ‘World Models: i ion, and

[Abstract] [Speaker Bio] [Slides]
35 Hong-Xing "Koven" Yu
NI Ph.D. candidate at Stanford University

Lunch Break

Invited Talk: Breaking the Algorithmic Ceiling in P ining with an Inf
[Abstract] [Speaker Bio] [Slides]
“B¥  Jiaming Song

w4 Chief Scientist at Luma Al
Coffee Break
Invited Talk: An Introduction to Kling and Our Research towards More Powerful Video Generation Models

[Abstract] [Speaker Bio]

% Pengfei Wan
[ Head of Kling Video Generation Models

Coffee Break
Invited Talk: Streaming Perception: Towards Learning Structured Models of the World
[Abstract] [Speaker Bio]
0\ Angjoo Kanazawa
P Assistant Professor, UC Berkeley
Coffee Break
Invited Talk: Scaling World Models for Agents
[Abstract] [Speaker Bio] [Slides]

‘@, Sherry Yang
)
Assistant Professor, New York University

Ending Remarks (Lucky Draw)


https://world-model-tutorial.github.io/

