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Training, Deployment and Evaluation of 
Foundation Models



The pathway: From Language Models 
to Language Assistant

GPT-2 GPT-3 ChatGPTGPT-3.5

BERT Open AssistantVicuna/Flan-T5LLaMA/T5

Industrial

Open-source

Zero-shot learning
In-context learning
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In-context learning
Instruct following

Zero-shot learning
In-context learning
Instruct following
Human alignment

Zero-shot
learning



The pathway: From Multi-modal Models to 
Multi-modal Assistants
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Zero-shot learning

CLIP

Otter



Flamingo: a Visual Language Model for Few-Shot Learning

Alayrac et. al. Flamingo: a visual language model for few-shot learning. 2022 



Perceiver: versatile to multiple images and in-context
examples



Flamingo Application

In-context learning

Video Understanding

Zero-shot learning



Flamingo Application

multi-image visual dialogue



Flamingo ≠ Multi-modal Assistants

Question: What is the danger of this sport?​

OpenFlamingo*: What is the danger of
playing baseball? What is the danger of
this sport? What might be the danger of
this sports?

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot.

OpenFlamingo simply completes 
the next reasonable sentence.

*OpenFlamingo is the open-source version of Flamingo, enabling community research with a strong interleaved data pretrained model



Flamingo ≠ Multi-modal Assistants

Question: What is the danger of this sport?​

Human Expected: The sport involves players 
running and trying to catch the ball while 
others are standing in the grass, which can 
lead to collisions or accidents.

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot.



MMC4: Image-text interleaved data for
OpenFlamingo Pretraining

Diverse and large-scale, but lack of Instruct-following scenario

Zhu et. al. Multimodal C4: An open, billion-scale corpus of images interleaved with text. 2023



MIMIC-IT Dataset



Otter: A Multi-Modal In-context Instruction Tuned Model

<image>User: What is the reason for the dog's current 
expression and outfit?
GPT:<answer> The dog's expression can be a result of 
excitement or a response to the outfit and its surroundings. 
<image>User: Why teddy bear ornament on the Christmas tree?
GPT:<answer> xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Perceiver
Resampler

N-th LLM Block

N-th Gated Cross-Attn

1st LLM Block

1st Gated Cross-Attn
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These emotions are commonly associated with the 
holiday season and often evoke fond memories of 

childhood or the act of giving and receiving gifts.
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From interleaved data pretraining to multi-
modal In-context instruction tuning

OpenFlamingo OtterMIMIC-IT
(Multi-Modal In-Context
Instruction Tuning)

Open the 
memory 
card 
cover…

Paris has a 
reputation 
for being…

Bryant and 
the Lakers 
encountered 
difficultie

s.

you'll have 
tender, juicy, 

flavourful chicken 
thighs

MMC4
(interleaved pretraining)



Otter
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Contrastive Language-Image Pre-training 
(CLIP)

- Data: 400M image-text pairs
- Compute: 250-600 GPUs
- Train time: up to 18 days

Radford et al. Learning Transferable Visual Models From Natural Language Supervision. ICML’21.



Zero-shot image recognition via prompting

Radford et al. Learning Transferable Visual Models From Natural Language Supervision. ICML’21.



Fine-tuning might not be a good idea

- Fine-tuning the image encoder: accuracy drops by ~40%
- Fine-tuning both encoders could lead to collapse

Zhou, Yang, Loy, and Liu. Learning to Prompt for Vision-Language Models. IJCV’22.



Prompt engineering is too time-consuming

a [CLASS].

a photo of [CLASS].

a photo of a [CLASS].

82.68

80.81

86.29

Caltech101 Prompt Accuracy

Describable Textures (DTD)

a photo of a [CLASS].

a photo of a [CLASS] texture.

[CLASS] texture.

39.83

40.25

42.32

Prompt Accuracy

Flowers102

a photo of a [CLASS].

a flower photo of a [CLASS].

a photo of a [CLASS], a type of flower.

60.86

65.81

66.14

Prompt Accuracy

[V]1 [V]2 … [V]M [CLASS]. 91.83

[V]1 [V]2 … [V]M [CLASS]. 63.58

[V]1 [V]2 … [V]M [CLASS]. 94.51

[V]1 [V]2 … [V]M [CLASS]. 83.53

EuroSAT

a photo of a [CLASS].

a satellite photo of [CLASS].

a centered satellite photo of [CLASS].

24.17

37.46

37.56

Zhou, Yang, Loy, and Liu. Learning to Prompt for Vision-Language Models. IJCV’22.

Prompt Accuracy



Context Optimization (CoOp)

.[CLASS]

butterfly pizza

text encoder

image encoder

text 

features

image 

features

similarity 

scores

[V]1 [V]2 [V]M

learnable context

airplane

maximize the score for the 

ground-truth class

Zhou, Yang, Loy, and Liu. Learning to Prompt for Vision-Language Models. IJCV’22.

Key insight:
update input prompt 
parameters



CoOp is a few-shot learner

Zhou, Yang, Loy, and Liu. Learning to Prompt for Vision-Language Models. IJCV’22.



NOAH



Visual In-Context Learning
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Content Generation Powered by 
Foundation Models
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Foundation 
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StyleGAN-Human: 2D Human Generation



Text2Human: Text-to-2D Human



Text2Performer: Text-to-2D Human Video



• Learn 3D generation from 2D image collections

Static Articulated

?

EVA3D: 3D Human Generation



• Compositional Human NeRF

a) Sample Rays & Points at
Observation Space SMPL(𝛽, 𝜃)

b) Inverse LBS to
Canonical Space

𝐹1

𝐹2

𝐹𝑘
…

c) Transform to Local Bounding
Box & Query Subnetworks
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d) Integrate Queried
Results Along Rays
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EVA3D: 3D Human Generation



• Qualitative Results

EVA3D: 3D Human Generation



• Explicit Pose/ Shape Control

EVA3D: 3D Human Generation



AvatarCLIP: Text-to-3D Avatar

I want to generate a
tall and fat Iron Man

that is running.

I would like to
generate a skinny

ninja that is raising
arms.

I want to generate a
tall and skinny

female soldier that is
arguing.

I want to generate
an overweight

sumo wrestler that
is sitting.
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t = “Iron Man”

CLIP Image

Encoder

CLIP Text

Encoder

𝐸𝑇

a) Differentiable Rendering b) Optimization guided by CLIP

Cosine Distance

TEXT-DRIVEN 3D GENERATION
CLIP + DIFFERENTIABLE RENDERING
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AVATARCLIP: DETAILED PIPELINE

Marching Cube & Get the
Animatable 3D Avatar

𝑀 𝜃 = 𝐿𝐵𝑆(𝑉0, 𝜃 , 𝐹, 𝐶}

Final Animated 3D Avatars

tshape = “a tall and fat man”

tmotion = “running”

Shape Sculpting and Texture Generation in
the Implicit Space
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Coarse Shape Mesh
Generation

𝑀𝑡 = {𝑉𝑡 , 𝐹𝑡} 𝑁 = {𝑓(𝑝), 𝑐(𝑝)}

tapp = “Iron Man”

𝑁′ = {𝑓 𝑝 , 𝑐 𝑝 , 𝑐𝑐(𝑝)}

CLIP

Candidate Poses Generation Reference-based Animation with Motion Prior
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CONTROLLING & CONCEPT MIXING ABILITIES

Alien Bill Gates Bill Gates Wearing Batman Suit Robot Bill Gates Zombie Iron ManZombie Steve Jobs

1. Superman
2. the face of Bill Gates

1. Iron Man
2. the face of Steve Jobs

Steve Jobs in White Shirt Man in Jeans Man in White Shirt



AvatarCLIP: Text-to-3D Avatar



MotionDiffuse: Text-to-3D Human Video



3D Animation

Video Games Films VTuber



Motion Collection

Motion Capture GalleryManual Editing

Human Mesh Recovery Conditional Motion Generation

1. Expensive

2. Time-consuming

3. Not User-friendly

1. Cheap

2. Efficient

3. User-friendly



Motion Generation with Diffusion Model

𝐱𝟎 ∼ 𝑞(𝐱𝟎) 𝑝(𝐱𝐓) =𝒩(𝐱𝐓;𝟎, 𝐈) 

Diffusion Process

Reverse Process

𝐱𝟎 ∼ 𝑞(𝐱𝟎) 𝑝(𝐱𝐓) =𝒩(𝐱𝐓;𝟎, 𝐈) 

Add Noise Add Noise Add Noise

DenoiseDenoiseDenoise



Framework

Transformer

Challenge：
1. Variable length

2. Fusing timestep

3. Improve efficiency



Text-driven Motion Generation

A person is walking 
around

A person is boxing

Generative
Model

Generative
Model



ReMoDiffuse: Text-to-3D Human Video



HuMMan Dataset

iPhone RGB iPhone Depth Kinect RGB Kinect DepthArtec Eva

Accuracy

0.1mm

Cameras

11

Data / Sec

1G

Actor / Day

6

Search by ActorSearch by Action



MMHuman3D Software

Online Motion Capture 10.10.30.159:8765/mocap

Input Video

3D Animation Production:

3 days -> 30 min
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OmniObject3D is a large-vocabulary 3D dataset 
for real-world scanned objects. 

✓ 6k high-quality 3D models
✓ 190 categories
✓ 4 modalities: textured mesh, point cloud, real-

captured video, synthetic multi-view images.
✓ Many down-stream tasks

Dataset Year Real Full 3D Video Num Objs Num Cats

ShapeNet 2015 √ 51k 55

ModelNet 2014 √ 12k 40

3D-Future 2020 √ 16k 34

ABO 2021 √ 8k 63

Toys4K 2021 √ 4k 105

CO3D 2021 √ √ 19k 50

DTU 2014 √ √ 124 NA

GSO 2021 √ √ 1k 17

AKB-48 2022 √ √ 2k 48

Ours 2022 √ √ √ 6k 190R
e
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3

D
sc
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OmniObject3D: Text-to-3D Object



Background and motivation

ShapeNet
large in scale

low quality

not realistic

Synthetic data

CO3D
large in scale

No 3D GT

Multi-view images

large-vocabulary

high quality

real-world scans

OmniObject3D

Google scanned

objects
high quality

real-world scans

household objects

Real-world 3D scans



Overview

Textured meshes

Rendered imagesPoint clouds

Real-captured videos

GenerationNovel View Synthesis Surface ReconstructionPerception

6K models from around 200 classes



Robustness of point cloud classification

Differences between CAD models

and real-scanned objects

Common corruptions

PointCloud-C (Ren et al. 2022)

ModelNet

pretrained

OmniObject3D /

OmniObject3D-C

evaluation



Novel view synthesis (two settings)

❑ Single-scene optimization models ❑ Generalizable models

Train
The same scene

Inference
Multi-view images

from one scene
Train

New scene with

one or few views

Inference

Multi-view images

from scenes of one

category or across

different categories.

• NeRF (Mildenhall et al., 2021)

• Mip-NeRF (Barron et al., 2021)

• Plenoxels (Yu et al., 2021)

• pixelNeRF (Yu et al., 2021)

• MVSNeRF (Chen et al., 2021)

• IBRNet (Wang et al., 2021)



❑Multi-view image surface reconstruction

Surface reconstruction (two settings)



3D object generation

3D Object Generation

Interpolation across different categories



OmniObject3D: Text-to-3D Object

I want to generate a
toy dinosaur.

I want to generate a
music box.

I want to generate a
plaster statue.



Voxurf: Fast 3D Object Reconstruction



Voxurf: Fast 3D Object Reconstruction
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What about creating the environment?

The surrounding environment is also important to 
an immersive VR experience.

Full field of view (360°) → Panorama

Realistic illuminations → HDR

High-quality textures → 4K resolution

LDR – Low Dynamic Range, [0, 255]

HDR – High Dynamic Range, [0, +∞]



4K+ Resolution with High Dynamic Range

“brown wooden dock on lake surrounded 
by green trees during daytime”

Text2Light: Text-to-3D Environment

\



Text2Light
An Overview



“white bed 
linen with 

white pillow”

“blue and 
brown wooden 

counter”

“brown wooden 
floor with white 

wall”

“closeup photo of 
concrete stair 
surrounded by 

white painted wall”

“empty parking 
lot during 
daytime”

“gray concrete 
pathway with 
wall signages”

Suzanne Monkey: glossy   Shader balls: glass, diffuse, glossy, mixture of diffuse and glossy



Text2Light: Text-to-3D Environment



Photorealistic

Unbounded 3D Scenes
In-the-wild 2D

Image Collections

SceneDreamer: Unbounded 3D Scene Generation



In-the-wild 

Image Collections

Photorealistic

Unbounded 3D Scenes

Multi-view consistent Well-defined geometry

Diverse scenes and styles

SceneDreamer: Unbounded 3D Scene Generation



Infinite 3D World!







F2NeRF: Mobile 3D Scene Reconstruction

What if the input camera trajectory is very irregular? – We call that a “free” trajectory



F2NeRF: Mobile 3D Scene Reconstruction

…

…

（a）Space subdivision (c) Different
Hash function

(b) Local warping

0,0 1,0

1,10,1

0

2 6

8

7

9 4

3

(d) Indexed with
same Hash table

Tiny-MLP

Indexed 
feature

Density & Color

Hash
table

+
View

direction

Adaptive warping method from input trajectories



F2NeRF: Mobile 3D Scene Reconstruction



F2NeRF: Mobile 3D Scene Reconstruction
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Synthetic dataset Light Stage data

Relighting4D uses only videos 
to relight dynamic human 

actors from free viewpoints

Prior 
works

Relighting4D: Relightable 3D Human



Video of human Relight with different illuminations and free viewpoints

Relighting4D: Relightable 3D Human
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• Motion mimicking: let a physically-simulated character imitate a reference motion.

• A fundamental task for downstream animation applications.

DiffMimic: Physically-Simulated Character



a) ~10x better sample efficiency compared to DeepMimic

c) Scalable d) General e) Robust

b) Learning backflip in 5 minutes

DiffMimic: Physically-Simulated Character



Visual AIGC
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is contained inside

Exemplar Images Relation-Specific 

Text-to-Image Synthesis

“cat box”

<R>

Relation Prompt

represent the co-existing 
relation in exemplar images

<R>“Spiderman basket”

Input

Output

Application

“rice bowl”“dog basket”“vegetable paper bag”

“hamster paper bag”“rabbit cup”

ReVersion: Object Relation Generation



backprop gradients 
to optimize <R>

predict 
added noise

Exemplar Images
add 

noise

Denoising 
Loss

Relation-Steering Contrastive Learning 

<R>

Prepositions

Adj.

Noun.……

Activated 
Prepositions

Text Embedding Space

……

……

paired

highly noisy samples
sample more

Relation-Focal Importance Sampling

less noisy samples
sample less

Sampling 
Probability

Noise Level

Coarse Descriptions

“woman <R> man”
“dog <R> dog, with trees”
“woman <R> man in blue”
“a woman <R> a woman”

Text-to-Image 
Diffusion Modelnoisy images

Steering Loss

ReVersion: Object Relation Generation



ReVersion: Object Relation Generation



Visual AIGC

Avatar

Object Scene

Thank You!
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