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Mean Field (MF) Method for Neuron Selection
Here we present the detailed derivations of the mean field
(MF) method for neuron selection.

To start with, we consider the joint distribution P (y) of
MRF with energy E(y):

E(y) =
∑
∀i∈V

Φ(yi) +
∑
∀i,j∈E

Ψ(yi, yj) (1)

P (y) =
1

Z
exp{−E(y)} (2)

where Φ(yi) is the unary term, Ψ(yi, yj) is the pairwise term
and Z is a partition function. MF method utilizes a fully-
factorized proposal distribution Q(y) to best approximate
P (y):

Q(y) =
∏
∀i∈V

p(yi) (3)

where p(yi) indicates the probability of choosing neuron i.
The KL divergence between them is then calculated:

DKL(Q‖P ) =
∑
y

Q(y) ln

(
Q(y)

P (y)

)
=
∑
y

Q(y)E(y) +
∑
y

Q(y) lnQ(y) + lnZ

(4)
Since lnZ is a constant, minimizing the KL divergence be-
tween Q(y) and P (y) is equivalent to minimizing the for-
mer terms in Eqn.(4), which is denoted as free energy [2]
F (Q). And we can further substitute Eqn.(1) into it:

F (Q) =
∑
y

Q(y)E(y) +
∑
y

Q(y) lnQ(y)

=
∑
∀i∈V

p(yi)Φ(yi) +
∑
∀i,j∈E

p(yi)p(yj)Ψij +
∑
∀i∈V

p(yi) ln p(yi)

(5)
The final closed-form solution can be obtained by differenti-
ating F (Q) w.r.t. p(yi) and equating the resulting expression
to zero:

p(yi) ∝ exp{−
(
Φ(yi) +

N∑
j=1,j 6=i

∑
yj

p(yj)Ψ(yi, yj)
)
} (6)
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where N is the number of neurons to be selected. For ef-
ficiency, this iterative updating is performed in a coarse-to-
fine manner.

Efficient Implementation of Mean Field
Update

For a fully-connected graph with N nodes (a single mod-
el) or TN ′ nodes (an ensemble), the time complexities of
the mean-field updates for them areO(N2) andO((TN ′)2)
respectively, as mentioned in line 154-157 of the paper.

However, this procedure can be accelerated by using the
piecewise-linear approximation [1]. Specifically, each ele-
ment in x is first normalized to [0, 1] and discretized into
a set of values, e.g. {0.025,0.05,0.075,...}, whose distance
matrix is then calculated and stored as an indexed table. In
this case, the distance between any two continuous values
is approximated by a linear interpolation between the dis-
tances of two closest discrete values, by looking up the ta-
ble in O(1). As a result, Eqn.(6) can be efficiently solved
in O(N) and O(TN ′) for a single model and an ensemble,
respectively.

Attribute Classification Accuracy
For ∀xi ∈ R1×40, we calculate the mean classification ac-
curacy of the j-th attribute xi(j) within two steps. In the first
step, we collect response for each image in the validation
set with respect to neuron i, denoted as ri(I), which can
be viewed as a decision score for attribute classification. In
the second step, the mean accuracy xi(j) is computed as the
mean of the true positive and true negative rates:

xi(j) =
TP + TN

2
(7)

TP =

∑N+

k=1 1(ri(Ik) ≥ εji )
N+

(8)

TN =

∑N−

k=1 1(ri(Ik) < εji )

N−
(9)

where N+ and N− represent the positive and negative sam-
ples respectively, while εji is a decision threshold determined
by greedily searching over the entire validation set. In con-
trast to raw accuracy, the mean accuracy as above is able to
reduce dataset biases between positive and negative samples.
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Figure 1: Comparisons of performances with respect to different
number of filters.

More Results
Fig.1 shows that when the width (number of filters in the
convolutional layers) of a student decreases, its performance
also decreases. We employ three students as representatives,
including ‘S-1-of-K’, ‘S-soft target (t=1)’, and ‘S-selection’.
The decreasing tendencies of the students supervised by soft
target and neuron selection are relative small, compared to
that of the 1-of-K label. More informative labels are easier to
train. Neuron selection achieves the best result with respect
to different number of filters. The performance gap between
them enlarges when the number of filters decreases.
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