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Open Long-Tailed Recognition

Relation to Existing Tasks

• the whole spectrum of real-world visual recognition

• A full treatment to the whole spectrum of real-world 

visual recognition

• A task requiring improvement to different aspects of 

the existing deep neural networks
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Conclusions

ImageNet-LT Benchmark 
Absolute Performance Gain: ~20%

Places-LT Benchmark 
Absolute Performance Gain: ~10%

Few shot

top-1 classification accuracy on ImageNet-LT

top-1 classification accuracy on Places-LT

head class > 1000 samples, tail class < 5 samples

Across-the-board improvement on all class types• incorporate memory and attention into learning
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• New Task towards real-world visual recognition

Open Long-Tailed Recognition

• New Approach with memory-augmented network

Dynamic Meta-Embedding

• New Benchmarks for future research
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