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LMMs-Lab
Building multimodal 

intelligence

❑ LMMs-Eval

❑ LLaVA-NeXT

❑ LLaVA-NeXT Video



LMMs-Eval

LMMs-Eval Framework Provides:

❑ Holistic, Standardized and Reproducible

Evaluation.

❑ A Unified Interfaces for Multimodal

Tasks and Models.



Holistic, Standardized and Reproducible Evaluation Guides AI

Holistic evaluation is necessary

o More evaluations from different dimensions could better reflect model’s overall

performance.

Flamingo model was (at 2022)
a state-of-the-art multimodal
model on multiple datasets
across image and video
modalities.



Holistic, Standardized and Reproducible Evaluation Guides AI

Standardized and reproducible evaluation is necessary

Previously, developers collect and evaluate on each task.
Non-standardized tasks make reproducibility and comparison with prior work expensive

(and sometimes impossible)
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AI2D

COCO Caps
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Holistic, Standardized and Reproducible Evaluation Guides AI

Benchmarks emerge fast. Everyday, we have new benchmarks.

Previously, developers collect and evaluate on each task.

Non-standardized tasks make reproducibility and 
comparison with prior work expensive
(and sometimes impossible)

Evaluation
Toolkit

AI2D

MME

MMMU

VQAv2

…

Choose A Task
(image/video)

Your Models

Choose/Design
Your Model

Obtain Results

Model Reponse

Metric Results

We wish to have a unified evaluation
toolkit that defines the interface for
multimodal tasks and models.
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LMMs-Eval is an efficient, standardized and reproducible

evaluation framework for accelerating the development for large-

scale multimodal models



LMMs-Eval: Unified interface for multimodal tasks and models.

LMMs-Eval defines the
evaluation dataset format.

It requires the necessary
items fully visible on
Huggingface, enabling
developers to check and
have the direct sense on
evaluation dataset.



LMMs-Eval defines the task interfaces via

- dataset metainfo

- generation_kwargs (some tasks require shorter answer)

- multiple evaluation metrics

- model specific prompts (some models need specific 

prompt to better match the answer)

LMMs-Eval: Unified interface for multimodal tasks and models.



We abstract the models and 

allows:

- integrated implementation

- multi-gpu evaluation

- tensor parallelism evaluation 

(for 72b/110b models, or 34b models 

on limited-memory GPUs)

LMMs-Eval: Unified interface for multimodal tasks and models.



LMMs-Eval: Unified interface for multimodal tasks and models.

LMMs-Eval integrates 50+ image tasks, 10+ video tasks and ~10 state-of-the-art level LMM models.

(a) Tasks (b) Models



LMMs-Eval is

- One-line installation.

- One-line evaluation.

LMMs-Eval: Unified interface for multimodal tasks and models.



We aligned the LLaVA series

models results on LMMs-

Eval with original reported

values.

During our review to public

PRs, we require the authors

to report an aligned results

and then accept the PRs.

LMMs-Eval: Unified interface for multimodal tasks and models.



We provide the detail logs

including:

- Model Input

- Model Response

For tasks require GPT as

judge, we also record

- GPT Scores and

Responses

Post-evaluation Analysis



What’s More

- Lite Tool

- Decontainmination Tool

- LiveBench



Lite Tool

Development problems

- Many checkpoints

- Unable to perform large scale 

evaluation

- Can't decide which one is better 

without holistic evaluation

LMMs-Eval Lite

- Trade-off between evaluation 

accuracy and speed

- More diverse evaluation

- Lower cost



- Current Lite dataset 

statistics

- Working on including more 

datasets!



Decontamination Analysis

LMMs-Eval as a 

decontamination tool

Decontamination 

problem

- Duplicate Image

- Similar Image

- Similar Questions (In-

domain)



Data Overlapping Statistics - (LLaVA 1.6 mix training data)



LiveBench

Multi-Modal LiveBench:

❑ Real-world scenarios

❑ Diversity 

❑ Uncontaminated



Multi-Modal LiveBench

LiveBench Features:

- Automated updated

- Diverse Knowledge Base

- Real world use case

- Unable to contaminate



LiveBench-May Results

- More websites and questions will be included in June 

release



Community Support

During the v0.1 to v0.2, we thank the community support from pull requests (PRs). Details are in lmms-eval/v0.2.0 
release notes

Datasets:
VCR: Visual Caption Restoration (officially from the authors, MILA)
ConBench (officially from the authors, PKU/Bytedance)
MathVerse (officially from the authors, CUHK)
MM-UPD (officially from the authors, University of Tokyo)
WebSRC (from Hunter Heiden)
ScreeSpot (from Hunter Heiden)
RealworldQA (from Fanyi Pu, NTU)
Multi-lingual LLaVA-W (from Gagan Bhatia, UBC)
II-Bench (from MAP Research Community)
LongVideoBench (from NTU, 01.AI)

Models:
LLaVA-HF (officially from Huggingface)
Idefics-2 (from the lmms-lab team)
microsoft/Phi-3-Vision (officially from the authors, Microsoft)
LLaVA-SGlang (from the lmms-lab team)

https://github.com/EvolvingLMMs-Lab/lmms-eval/releases/tag/v0.2.0
https://github.com/EvolvingLMMs-Lab/lmms-eval/releases/tag/v0.2.0


More on LMMs-Lab
LLaVA-NeXT Project

LLaVA-NeXT Video Project



LLaVA-NeXT

Stronger LLMs Supercharge 
Multimodal Capabilities in the Wild

oWe expand current LLaVA-NeXT to
3x model size, up to 72B and 110B
model.

oWe found that, under the same
training strategy, stronger LLM
naturally brings stronger multimodal
performance.



oLLaVA-NeXT reaches to GPT4-

V level multimodal

performance.

oOur largest model, LLaVA-

NeXT-110B model only trained

on 128-H800 for 18 hours.

LLaVA-NeXT



Please visit our demos to try 
more

https://llava-next.lmms-
lab.com/ 

Info for LLaVA-NeXT:
1. Technical report: https://llava-vl.github.io/blog
2. Model and code: https://github.com/LLaVA-VL/LLaVA-NeXT?tab=readme-ov-file

LLaVA-NeXT

https://llava-next.lmms-lab.com/
https://llava-next.lmms-lab.com/
https://llava-vl.github.io/blog/2024-04-30-llava-next-video/


LLaVA-NeXT Video

LLaVA-NeXT Video digests a set of image patches/frames as a sequence of 
concatenated visual tokens, allowing unified view of image and video input.

Takeaway message 1: A unified view of images and videos is important for leveraging high-
quality image data in video understanding.



Takeaway message 2: Direct Preference Optimization (DPO) from AI Feedback Direct Preference 
Optimization from AI Feedback allows an LMM to reduce hallucination and follow the instructions 
better.

We illustrate two examples to 
demonstrate the superiority of DPO. 
Texts of interest are highlighted in blue, 
while parts that might contain 
hallucinations are marked in red

LLaVA-NeXT Video



Takeaway message 3: Our LLaVA-NeXT-Video 34B model achieves SoTA performance on the 
recently proposed, most comprehensive diagnosis benchmark: Video-MME.

Info for LLaVA-NeXT Video:
1. Technical report: https://llava-vl.github.io/blog/2024-04-30-llava-next-video/
2. Model and code: https://github.com/LLaVA-VL/LLaVA-NeXT?tab=readme-ov-file

LLaVA-NeXT Video

https://llava-vl.github.io/blog/2024-04-30-llava-next-video/


LMMs-Lab Team and Information

Student Team

o Bo Li ,  PhD Student, NTU, Singapore

o Yuanhan Zhang, PhD Student, NTU, Singapore

o Peiyuan Zhang, Research Assistant, NTU -> PhD Student, UCSD

o Kaichen Zhang, Undergraduate Student, NTU, Singapore

o Fanyi Pu, Undergraduate Student, NTU, Singapore

o Kairui  Hu, Undergraduate Student, NTU, Singapore

o Shuai L iu, MS Student, NTU, Singapore

o J ingkang Yang, PhD Student, NTU, Singapore

Advisor/Faulty Team

o Chunyuan Li ,  ByteDance

o Ziwei L iu, Assistant Professor, NTU, Singapore

Github

Huggingface

LMMs-Lab Website



GitHub

HuggingFace

LMMs-Lab Website
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