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2Source: The movie <Free Guy> https://www.youtube.com/watch?v=X2m-08cOAbc

Autonomous 3D Characters

https://www.youtube.com/watch?v=X2m-08cOAbc
https://www.youtube.com/watch?v=X2m-08cOAbc
https://www.youtube.com/watch?v=X2m-08cOAbc
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https://www.youtube.com/watch?v=X2m-08cOAbc
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Mighty and Fast Motion Generation -
FracMoGen

Fractal Human Motion Generative Model

Mingyuan Zhang, Chenyang Gu, Haozhe xie, Zhongang Cai, Ziwei Liu
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Existing Motion Generative Model

TEMOS[1]: VAE MoDi[2]: GAN MoGlow[3]: Normalization Flow INR[4]: Implicit Function

2023

MotionDiffuse[5]: Diffusion Model

[1] Petrovich M, et al. Temos: Generating diverse human motions from textual descriptions. ECCV 2022

[2] Sigal R, et al. MoDi: Unconditional Motion Synthesis from Diverse Data. CVPR 2023

[3] Henter GE, et al. Moglow: Probabilistic and controllable motion synthesis using normalising flows. TOG 2020

[4] Cervantes P, et al. Implicit neural representations for variable length human motion generation. ECCV 2022

[5] Zhang M, et al. MotionDiffuse: Text-Driven Human Motion Generation with Diffusion Model. TPAMI 2024

MotionLCM[6]: Latent Diffusion Model T2M-GPT[7]: Auto-Regressive Model MoMask[8]: Masked Decoder

[6] Dai W, et al. MotionLCM: Real-Time Controllable Motion Generation via Latent Consistency Model. 

ECCV 2024

[7] Zhang J, et al. T2M-GPT: Generating Human Motion from Textual Description with Discrete Representation. 

CVPR 2023

[8] Guo C, et al. MoMask: Generative Masked Modeling of 3D Human Motions. CVPR 2024



12

Fractal Human Motion Generative Model

Raw Continuous Space Latent Continuous Space Discrete Token

➢ Motion editing

➢ Long motion generation

➢ Body-parts modeling

➢ Low-level control

➢ Inference efficiency

➢ Motion editing

➢ Low-level control

➢ Long motion generation

➢ Body-parts modeling

➢ Motion editing

➢ Long motion generation

➢ Inference efficiency

➢ Body-parts modeling

➢ Low-level control

An efficient motion generative model on raw continuous space!
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➢

➢ Raw continuous space (highest controllability)

➢ Flexible inference strategy (via different 

chains of       ) 

Build a Generative Model from Scratch

Step 1: Establish your generation process (Fractal Modeling)
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Step 2: Introduce noise into your training (Intra-group Input Mixing)

Build a Generative Model from Scratch

Q: Why we need noise during training? 

A: Bridge gap between training and inference.

➢ Data distribution of raw motion representation is far 

from Gaussian distribution (why not diffusion noise).

➢ Introduce Noise via frame mixing can better capture 

the data distribution (why input mixing).
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Step 3: Set your training objectives

Build a Generative Model from Scratch

Focus on local modeling

Focus on global modeling

Early stages should focus more on global modeling, while 

later stages should focus more on local modeling.
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Build a Generative Model from Scratch

Step 4: Design your backbone

+

𝐘 𝑛 × 𝑑𝐗 𝑛 × 𝑑

·

Linear 

Projections

𝑒𝑖 + 𝑒𝑗 + 𝑒𝑘

Motion Features 𝚾𝒎

⊕

Text Features 𝚾𝒕

𝐐 𝑛 × 𝑑

𝐊 𝑚 × 𝑑

𝐕 𝑚 × 𝑑

𝐅 𝑑 × 𝑑

𝐘 𝑛 × 𝑑Linear Projections

⊗Softmax

⊗

Keyframe Features

Non-Keyframe Features

Softmax

⊕

(a) Motion Transformer

(b) Keyframe 

Attention

(c) Stylization 

Block

Input Stage 

Embedding

Output Stage 

Embedding

Noise Level 

Embedding
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Step 5: Enjoy your results

Build a Generative Model from Scratch
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Step 5: Enjoy your results

Build a Generative Model from Scratch
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Unified Understanding and Generation -
SOLAMI

SOLAMI: Social Vision-Language-Action Modeling for Immersive 
Interaction with 3D Autonomous Characters
Jianping Jiang, Weiye Xiao, Zhengyu Lin, Huaizhong Zhang, Tianxiang Ren, Yang Gao, Zhiqian Lin, Zhongang Cai, Lei Yang, Ziwei Liu

CVPR 2025
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3D Characters with Social Intelligence

▪ Modeling with LLM-Agent Framework ▪ Limitations

▪ Scalable Formulation

▪ Multimodal Coherence

▪ Latency

21

[1] Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.

[2] Digital Life Project: Autonomous 3D Characters with Social Intelligence. CVPR 2024.
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Motivation: Avatar as Virtual Robot
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[1] RT-2: Vision-Language-Action Models Transfer Web Knowledge to Robotic Control. CoRL 2023.

3D Avatar

3D Agent with Virtual Embodiment

(Natural Appearance & Behavior)

Robot

3D Agent with Real Embodiment

(Real-world Task & Interaction)

RT-2 [1]:Vision-Language-Action Models

Social VLA for Immersive Interaction with 3D Characters



Training Recipe

▪ Training Stages

▪ Stage1: Motion & Speech 

Tokenizer Training

▪ Stage2: Motion-Text-Speech 

Alignment with Multi-Task 

Pretraining

▪ Stage3: Instruction Tuning for 

Multimodal Chat
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Data Generation
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▪ Multimodal Chat Data Synthesize

▪ LLM-Generated Scripts

▪ Diverse Topics

▪ Refined Process

▪ Motion-Text Dataset

▪ Large-Scale



Evaluation: Quantitative & Qualitative

▪ Compared to Speech-Only Method

▪ Better User Experience

▪ Compared to LLM-Agent Framework

▪ Low Latency & Multimodal Coherence

▪ Alignment Tax on Text
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Demo: VR Interface
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Execution of Motion Commands Engagement in Interactive Tasks

Comprehension of Body Language



Unified Understanding and Generation - EgoLM

EgoLM: Multi-Modal Language Model of Egocentric Motions
Fangzhou Hong, Vladimir Guzov, Hyo Jin Kim, Yuting Ye, Richard Newcombe, Ziwei Liu, Lingni Ma

CVPR 2025, Oral Presentation
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Egocentric Motion Tracking and Understanding

“The person is standing 

straight as she puts the piece 

of clothing on the hanger.”

“The person turns around then 

walks out of the bedroom.”

Egocentric Videos

Motion Tracking

Motion Understanding

Sparse Motion Sensors



Motion VQ-VAE

1) Motions Tokenization

Language Model

<BOS>

<EOS>

2) Motion Pre-Training

EgoLM

3) Multi-Modal Instruction Tuning

Encoder
Vision 

Encoder

Instructions

Motion Narrations

Multi-Modal Multi-Tasking LM for Ego Motion
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Step 1: Motion VQ-VAE

Motion VQ-VAE

1) Motions Tokenization



BOS

Motion Tokens

EOS

LLM
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Codebook 2

Product

Quantization

Step 2: Motion Pre-Training
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Step 2: Motion Pre-Training



2X

By-Product: Unconditional Motion Generator



“<s> Perform ... based on the given ... Input CLIP embeddings: <CLIP_Placeholder>. Input three-points: <TP_Placeholder>”

1 27313 2729 373 278 10567 24492 29925 8297 10567 2211 29899... ...
CLIP Encoder

Text Tokenizer Text Tokenizer

Linear LayerLM Embedding LM Embedding
TP Encoder

Concatenate

EgoLM

Step 3: Instruction Tuning



Experiments
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Social Intelligence - CrowdMoGen

CrowdMoGen: Event-Driven Collective Human Motion Generation
Yukang Cao, Xinying Guo, Mingyuan Zhang, Haozhe Xie, Chenyang Gu, Ziwei Liu

s
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Challenges

Three people are holding hands 

together.

Two people are fighting with 

another person, leading to a 2v1 

fighting game.

Character animation version of 2v1 

fighting in a physics simulator.

InterControl: Zero-shot Human Interaction Generation by Controlling Every Joint. Zhenzhi Wang et al. NeurIPS 2024
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CrowdMoGen target



40

CrowdMoGen pipeline
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a) Scene-guided activities

CrowdMoGen pipeline
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a) Scene-guided activities b) Event-driven activities

CrowdMoGen pipeline
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1)

CrowdMoGen pipeline
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CCC
2)1)

CrowdMoGen pipeline
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time

Experiment results
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Experiment results

A person run to others and say hello to each other A group of people dancing together A group of people join to dance together

A person waves the hands to make others gathering around him People is walking while a high-speed person is running towards the crowd People is running while a high-speed person is running towards them
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Experiment results



Social Intelligence: EgoLife

EgoLife: Towards Egocentric Life Assistant 

Jingkang Yang, Shuai Liu, Hongming Guo, Yuhao Dong, Xiamengwei Zhang, Sicheng Zhang, Pengyun Wang, Zitang Zhou, 

Binzhu Xie, Ziyue Wang, Bei Ouyang, Zhengyu Lin, Marco Cominelli, Zhongang Cai, Yuanhan Zhang, Peiyuan Zhang, Fangzhou

Hong, Joerg Widmer, Francesco Gringoli, Lei Yang, Bo Li, Ziwei Liu

CVPR 2025
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EvolvingLMMs-Lab/EgoLife

https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
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Each one wearing Meta Aria glasses 

(almost) all day long.

We invited 6 people living together

for 7 days in



The EgoLife Collected Data

50

Ego video, audio, mmwave, wifi, Ego/Exo signals synchronization.



The EgoLife Timeline
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The EgoLifeQA Benchmark

52

Which price is closest to what we 

paid for one yogurt?
A. RMB 2 B. RMB 3

C. RMB 4 D. RMB 5

What activity do I usually do while drinking coffee?

A. Scrolling through TikTok
B. Texting on the phone

C. Tidying up the room

D. Doing Craftwork

Many things are in my cart already. What items that we

previously discussed have I not bought yet?

Shure is playing the guitar now. Who else usually joins us 

playing guitar together?
A. Choizst

B. Jake

C. Nicous
D. Lucia

Answer: A. Evidence:  @
11:46:59.050

Day 1

Day 1: 21:48:21.200

Day 3: 17:00:04.450

Answer: B. Evidence:  
The yogurt is on sale, RMB19.9 for 6 cups

@

Day 4: 11:34:05.400

Shure sang after Jake asked us to dance.

A. Milk

B. Chicken wings
C. Strawberries

D. Bananas

Day 5: 16:20:46.350

…

Answer: A. Evidence:  
I made a shopping list, and 

already got fruit, etc., but …

D5-

15:10

15:57

16:14

Day 4: 12:08:50.600 Answer: D. Evidence:  

What was the first song mentioned 

after planning to dance?
A. Why Not Dance   B. Mushroom

C. I Wanna Dance with Somebody

D. Never Gonna Give You Up

…
D1-16:14

I had coffee a total of five times, three 

of which were while doing crafts…

D2-10:40 D2-10:52 D4-11:39

Day 6: 19:50:19.750

Answer: C. Evidence:  

D4-17:19 D4-17:22 D4-22:00 D5-22:52

Nicous played the
guitar with Shure
and me twice, more

frequently than
anyone else.

6 x 500 = 3000 QAs

HabitInsight

TaskMasterEventRecall

RelationMap

EntityLog Past Objects of InterestPast Events of Interest Tasks Assignment and Review

Personal Habit Patterns Interpersonal Interaction Patterns

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7



The EgoLifeQA Benchmark
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EgoButler
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EgoGPT

I was operating my phone, then looked up to the left at Jake and

adjusted my glasses. Jake said, “Here is a stopwatch.” I responded,

“Ok, stamp the time.” We were sitting at a long table with some boxes

and stationery on it. Pictures were hanging on the wall, and there was

also a projector and a whiteboard in the room.

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7

Q: What breakfast did we eat in the past three days? If I want to try something new, what is the recommendations?  

Q: What breakfast did we eat in

the past three days? If I want to

try something new, what is the

recommendations?

collect

Memory

</>

(b) Question Answering Stage with EgoRAG

EgoGPT

(a) Captioning Stage with EgoGPT

Day 1 Day 2 Day 3 Day 4 Day 5

Shure

Timestamp: Day 1, 11:12:23 – 11:12:31Caption

Answer

Keyword 

Extraction

</>

Breakfast

Past 3 Days 

…

In the past 3 days, breakfast was either skipped or combined with lunch: 3 days ago, we made pan-fried
pancakes, and next we had pizza. Yesterday’s meal featured Chinese toon pancakes and dumplings for

the Grain Rain festival. For a new experience, try dim sum, tamagoyaki, or shakshuka.

Multi-Level
Retrieval

Evidence

Multi-Level

Summary

Q: What did I do in the last clip,
including both visuals and sounds?

Timestamp: Day 1, 11:12:23 – 11:12:31
audiovideo

Egocentric omni-modal model as captioner Egocentric omni-modal model as evidence verifier

</>



EgoButler – The EgoGPT Component

55

Performance of EgoGPT-7B. The table presents a 

comprehensive comparison of EgoGPT against state-of-the-
art commercial and open-source models on existing 
egocentric benchmarks. With EgoIT and EgoLife Day 1 data, 

EgoGPT achieve impressive performance on ego setting.

LLaVA-OneVision

(Qwen2 as LLM)

LLaVA-OneVision

that supports audio

Whisper as audio encoder,

SFT an audio projector on  

Qwen2 with ASR datasets

SFT on EgoIT

and EgoLife EgoGPT

2024

EgoExoLearn
315 videos / 96.5 hours

2024

EgoLife

2024

AEA
143 videos / 7.3 hours

2024 2023 2023 2023 2023 2023

WEAR
324 videos / 15 hours

2023

2023202320232023202320232023202220222022

2022 2022 2022 2022 2022 2022 2022

202120212021202020202020

2018 2018 2018

20142014

IndustReal
84 videos / 6 hours

POV-Surgery
53 videos / 88329 frames

VidChapters-7M
817k videos / 313k hours

EGOFALLS
10948 videos / 6 hours

EgoYC2
226 videos / 43 hours

EgoObjects
9k videos / 30 hours

AssistQ
10 videos / 3.5 hours

EgoProceL
29 videos / 62 hours

2022

EgoBody
125 videos / 2 hours

2022

HOI4D
4000 videos / 20 hours

EGOPAT3D
10 videos / 10 hours

Assembly101
4321 videos / 513 hours

N-EPIC-KITCHENS
Augment all

EPIC-KITCHENS videos

with event data

Touch and Go
140 videos / 3 hours

2022 2022

Ego4D
931 videos / 3670 hours

2021

HOMAGE
1752 pairs / 30 hours

2021

MECCANO
18 videos / 7 hours

2021

Ego-Deliver
5360 videos / 425 hours

H2O
571,645 frames

EPIC-KITCHENS
700 videos / 100 hours

EgoCom
28 videos / 38.5 hours

2020201920192018

DR(eye)VE
74 videos / 6 hours

2018

EGETAGAZE+
86 videos / 29 hour

2018

EgoCart
9 videos / 0.5 hours

2017

IU Shareview
18 videos / 2.5 hours

2017

2013

EDSH
3 videos / 2 hours

2013

JPL-Interaction
57 videos / 1 hour

2011

GETAGAZE
17 videos / 1 hour

DoMESV
1920 videos / 80 hours

THU-READ
1920 videos / 3 hours

2017

Stanford ECM
113 videos /31 hours

2017

EgoDexter
4 videos / 0.5 hour

2017

EgoGesture
2081 videos / 30 hours

2016

Charades-Ego
4000 pairs / 34 hours

2016

PEV
1226 pairs / 1 hour

2015

FPPA
591 videos /3 hours

2015

EgoHands
48 videos / 1.5 hours

2012

UT Ego
10 videos / 37 hours

2012

Social Interactions
113 videos / 42 hours

2012

ADL
20 videos / 10 hours

2011

VNIST
31 videos / 1 hour

2011

EgoAction
8 videos / 0.5 hour

2009

Handled Objects
10 videos / 2 hours

2011

CMU-MMAC
215 videos

OST
57 videos / 14 hours

EPIC-Tent
29 videos / 5.5 hours

EGO-CH
70 videos / 27hours

You2Me
10 videos / 2 hours

LEMMA
324 videos / 43 hours

Multi-Ego
41 videos / 12 hours

EgoHOS
1000 videos/11243 frames

General Paired multi-view videos Sports Kitchen Assembly / Instructional Focus on hands Video Gaze IMU 3D scan/

Point cloud

TouchSpecial Scene

BEOID
58 videos / 1.5 hours

HUJI-EgoSeg
122 videos / 65 hours

FPHA
1175 videos / 1.5 hours

HoloAssist
350 pairs / 166 hours

Ego-Exo4d
1000 pairs / 1422 hours

2023 2023

ADT
200 videos / 6.5 hours

ENGIMA-51
51 videos / 22 hours

Narration Bounding

box

Pixel level

mask
Labels TimestampRGB-D

Video

EgoClip
2900 hours from Ego4D

Filter videos with missing narrations

Dense timestamp-level narrations

Other

Annotations

VISOR
36 hours from EPIC-KITCHENS

Dense hand masks 

and object labels

TREK-150
150 videos from EPIC-KITCHENS

Add bounding boxes

for object tracking

EgoTaskQA
10.1 hours from LEMMA

4 types of QA pairs

Target on understanding

of dependency and intent

EgoVQA
5k frames /16 videos from

IU Shareview

600 QA pairs

AssemblyHands
3M frames

from Assembly101

Append accurate 3D hand

pose annotations

EpicSoundingObject
13k frames from

EPIC-KITCHENS

Filter out silent videos

Append bounding boxes of 

sounding objects

VOST
4 hours of video from

EPIC-KITCHENS and Ego4D

Focus on complex 

object transformations

Append dense instance masks

PVSG
111 videos from Ego4D

EPIC-KITCHENS

Append frame-wise panoptic 

segmentation masks

EgoSchema
250 hours of video

From Ego4D

Filter for clips with 30+ narrations

Append 5k QA pairs

Overview of Classic Egocentric Dataset



EgoButler – The EgoGPT Component

56

Dataset Composition of EgoIT-99K. We curated 9 classic 

egocentric video datasets and utilized their annotations to 
generate captioning and QA instruction-tuning data for 
fine-tuning EgoGPT, #AV indicates the number of videos 

with audio used for training.

LLaVA-OneVision

(Qwen2 as LLM)

LLaVA-OneVision

that supports audio

Whisper as audio encoder,

SFT an audio projector on  

Qwen2 with ASR datasets

SFT on EgoIT

and EgoLife EgoGPT

Performance of EgoGPT-7B. The table presents a 

comprehensive comparison of EgoGPT against state-of-the-
art commercial and open-source models on existing 
egocentric benchmarks. With EgoIT and EgoLife Day 1 data, 

EgoGPT achieve impressive performance on ego setting.



EgoButler – The EgoRAG Component

Boosted by EgoGPT, EgoButler achieves SOTA:

▪ In-depth egocentric video familiarity

▪ Omni-modal comprehension — effectively integrating 

both visual and audio signals

Powered by EgoRAG, EgoGPT enables:

▪ Week-long memory retrieval, answering complex, 

long-horizon questions

▪ Robust grounding and context-aware reasoning, where 

others often fail

Limitations

▪ One-Time Retrieval → Agentic Search

▪ Better Person Identification Modeling

▪ Pattern Tracker: Building a habit and behavior 

pattern engine for continuous insight generation

57
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Extremely Long, Egocentric, 
Interpersonal, Multi-view, Multi-modal,
Daily Life

Towards 

Video Understanding

More to explore:
Dense Caption, Transcript, 
Gaze, Multiple Third-Person 
View, SLAM

egolife-ai.github.io-
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Social Intelligence



Thank You

Ziwei Liu   刘子纬

Nanyang Technological University
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