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(ALARM CLOCK BEEPING)

Source: The movie <Free Guy>
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Editing with keyframe
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Mighty and Fast Motion Generation -
FracMoGen

Fractal Human Motion Generative Model
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[1] Petrovich M, et al. Temos: Generating diverse human motions from textual descriptions. ECCV 2022

[2] Sigal R, et al. MoDi: Unconditional Motion Synthesis from Diverse Data. CVPR 2023

[3] Henter GE, et al. Moglow: Probabilistic and controllable motion synthesis using normalising flows. TOG 2020
[4] Cervantes P, ef al. Implicit neural representations for variable length human motion generation. ECCV 2022
[5] Zhang M, et al. MotionDiffuse: Text-Driven Human Motion Generation with Diffusion Model. TPAMI 2024
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T2M-GPT!"l;: Auto-Regressive Model MoMask!®l: Masked Decoder

[6] Dai W, et al. MotionLCM: Real-Time Controllable Motion Generation via Latent Consistency Model.
ECCV 2024

[7] Zhang J, et al. T2ZM-GPT: Generating Human Motion from Textual Description with Discrete Representation
CVPR 2023

[8] Guo C, et al. MoMask: Generative Masked Modeling of 3D Human Motions. CVPR 2024
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Fractal Human Motion Generative Model

— Raw Continuous Space ~ ~ Latent Continuous Space ~ ~ Discrete Token ~
g : . g . » * <4 . »
0+ > Motion editing +N'+ » Motion editing +0'+ > Motion editing
[@ » Long motion generation » Low-level control []é » Long motion generation
» Body-parts modeling » Inference efficiency

» Low-level control

» Inference efficiency » Long motion generation » Body-parts modeling

(? @ » Body-parts modeling (? » Low-level control
\_ J \_ J \_ /

Model Generation Process #Stages Continuity  Compressed Controllability
Diffusion q(xt—1]x¢),t € [1,T] 1000/50  Continuous No High
Latent Diffusion q(X¢—1|x:),t € [1,T] 1000/50/4  Continuous Yes Medium
Auto-Regressive q(0;|0i-1,...,01),i € [1, F/r] F/r Discrete Yes Low
Masked Decoders  ¢(xr|xs),S C T,T € {0,1}F/" [, F/r] Discrete Yes Low
FracMoGen q(6,10,),i>j,i € [0, [log, F]] 1, 00| Continuous No High

An efficient motion generative model on raw continuous spacel!
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Build a Generative Model from Scratch

Step 1: Establish your generation process (Fractal Modeling)

‘ Motion ]_> Gen. Motion &

a person is shooting basketball SR — Sequence®, 1\ I}
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d§\a i\a ¢ % 8 > ¢(0;0:),i > j,i € [0, [logy F]]
)l & S “ . . . -
|| Motion | __ ﬁ'; B ' f'\ ;;‘ ﬁ:“ ?1‘ F* » Raw continuous space (highest controllability)
Transformer 'y ] i\ ) N 1 N N ; ; i ;
A SO & O £ O | S | SO { SO § S 4 | > FIex.lbIe inference strategy (via different
chains of ©;)
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Step 2: Introduce noise into your training (Intra-group Input Mixing)

Q: Why we need noise during training? Table 5. Comparison of different noise schedule on the KIT-

A: Bri d b t t - d . f ML test set. The term #Levels refers to the number of different
- briage gap oetween training and Inference. noise levels. In the Diffusion Model, a common setting is 1000

Given Motion 6 \ 1‘ 4 © Mixed Motion f #\ { f h levels. To ensureafa.ircomparison, we .also evaluate the two meth-
Sequence 65 n f\t n Hr\! f"a Sequence BM NRAAR Hq! ods under the condition of the same noise levels.
{ Random Shuffle Read In Noise Type #Levels Top 11 FID|
Shuffled Moti AR /RS :
Se:uezce 9(; . ﬁ f\‘ ﬁ;\! zﬁ; E [ Motion Transformer T ’4—P None - 0.239 2.592
o . . . . Diffusion 10 0.210 4.015
» Data distribution of raw motion representation is far Diffusion 100 0.375 0.409
from Gaussian distribution (why not diffusion noise). Diffusion 1000 0.362 0.451
» Introduce Noise via frame mixing can better capture Ours 10 0.451 0.181
the data distribution (why input mixing). Ours 100 0.435 0.217
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Build a Generative Model from Scratch

@% Step 3: Set your training objectives

GT Motion % {‘t W Lseq Gen. Motion i{; /'(f;t r f‘ﬂ Table 6. Comparison of different configuration of balanced tar-
\ ) \ \ = \ | ) \ " i
Se quence Gi N ”f\'1 N ’!f\‘1 ¢ Sequence Gi ;\t E’\! hﬂi H‘\‘ get loss on the KIT-ML test set. Th(i:re are two types of e?cper'l
ments here. One uses a constant, meaning the same A coefficient is
) 6 . 2 B A A | applied to all stages. The other uses a linearly increasing A value.
GT Motion 2 5}1 ? < Gen. MOtlngt %\ ﬁ For example, in the case of 0.2 — (0.8, the A coefficient for stage
Sequence ®i A ,’,n,' Lkey Sequence @l- i ),ﬂ,' 6 is 0.2, for stage 5 it is 0.3, and so on, with the A coefficient for
stage 0 being 0.8.
L=\ ﬁkey + (1 — )\)ﬁseq A Top 11 FID|
0 0.421 0.246
~ K K 0.2 0.431 0.217
Liey = H@j —0; ‘ Focus on local modeling 0.4 0.442 0.195
0.6 0.419 0.250
-~ 0.8 0.384 0.319
Lseq = H@j — 06 ‘ Focus on global modeling 1.0 0.326 0.584
0— 0.6 0.428 0.230
Early stages should focus more on global modeling, while 0.2—0.38 0.451 0.181
04— 1.0 0.405 0.317

later stages should focus more on local modeling.
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Build a Generative Model from Scratch

Step 4: Design your backbone

I [~
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Build a Generative Model from Scratch

Step 5: Enjoy your results

R-Precision T

Method FID | MM-Dist |  Diversity - MDModality 1
Top-1 1 Top-2 1 Top-3 T
Real Motion 0.511+F003 0 703%003 (0 797+:002  (,002+000 2,974+ 008 g 503+-065 -
2 MotionDiffuse [36] ~ 0.491=9%! 0.681F001 (0 782+.001 () 630+-001  37113F001 9 410+ 0% ] 553+042
E ReMoDiffuse [34] 0.510%-005 0‘698&:.006 0‘795:|:.D{]fl 0.103%-004 2.974%-016 9‘018&:.0?5 1.795+-043
=  T2M-GPT [33] 0.492+-003  (679%:002  (775+.002 () 141+005 3191009 g 7o2+.082 7 g3q+-048
£ MoMask [11] 0.521%92 07135992 0.807F%% (0.045%%2 2958+ 008 - 1.241+:040
an MotionLCM [6] 0.502+-003 0‘698&:.0{}2 O_TQS:I:.DOZ 0.304+-012 3.012+-007 9.607+-066 2 259+-092
FracMoGen (Ours) 0.5155%% 07035905  (.802F %% 0.085%0% 2946017 96325031 1417+056
Real Motion 0.424%005  0.649%-006  .779F006  ,031F000 2788012 17 08F-097 -
_, MotionDiffuse [36]  0.417=00%  (.621F00% (7395001 1954%062 29585005 11 107" 0730013
= ReMoDiffuse [34] ~ 0.427501%  0.641F001 0765055 0.155% ¢  2.814+012 1080105  1.239%0%
S T2M-GPT [33] 0.41650% 06275006 0.7455006 05145029 30075028 10.92F10%  1.570%0%
MoMask [11] 0.433%997  0.656=° 0.781F99%  (.204+ 011 2 779+ 022 - 1.131+043
FracMoGen (Ours) 0.4517Y  0.688%%%  0.8107"" 0.181F010 268" 11.01% 1%  1.047+046

0.3

0.2

0.1
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NN

MotionLCM

10M 100M 200M
# Parameters

T2M-GPT

FracMoGen
MoMask

1 I I I I I |

0.1 1
AITS (seconds)
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Build a Generative Model from Scratch

Step 5: Enjoy your results
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Unified Understanding and Generation -
SOLAMI

SOLAMI: Social Vision-Language-Action Modeling for Immersive
Interaction with 3D Autonomous Characters



EFE] NANYANG
TECHNOLOGICAL S-LAB

>)
W) UNIVERSITY | For Apvancep
? SINGAPORE INTELLIGENCE

3D Characters with Social Intelligence

* Modeling with LLM-Agent Framework = Limitations
» Scalable Formulation
» Multimodal Coherence

[1]

= Latency

200 v

s k| 5"3-%?13‘?%1"{7
it A S hutlE TS oSy

x = AN g © o -
=TT -SSR T —— Y X 1 S SIS PP

“Cozy Night”

oject Generative Agents

Life Pr
[2]

Digital

[1] Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
[2] Digital Life Project: Autonomous 3D Characters with Social Intelligence. CVPR 2024.
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Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop
Q: What is happe! — i Robot Control
E t is happening ): What sh ot
in the lmage? PO RT'Z

A grey donkey walks_)
down the street. @

RO bot Q: ?::;;:‘-S;i faire avec m ViT ——
3D Agent with Real Embodiment DR 1 |
De—o

(Real-world Task & Interaction) I‘q T -
- r I

[ ATranslation = [0.1, -0.2, 0]

ARotation = [10] 25} -7°] Co-Fine-Tune Deploy

RT-2 M:Vision-Language-Action Models

Immersive VR an el
OUTPUT | a t s h.]m‘c((rv SR s aetow o
digital friend!”

Interface [ character << RIS

3D Avatar
3D Agent with Virtual Embodiment
(Natural Appearance & Behavior)

Social VLA
Modeling

Social VLA for Immersive Interaction with 3D Characters

[1] RT-2: Vision-Language-Action Models Transfer Web Knowledge to Robotic Control. CoRL 2023.
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Training Recipe

* Training Stages
= Stagel: Motion & Speech e Mstic
Tokenizer Training R D A o]
“uitbom = v B
= Stage2: Motion-Text-Speech e - —
penaining . e ==
‘ e
= Stage3: Instruction Tuning for e =
Multimodal Chat OD@E Text Token () Trans Token [ @8 Body Token bianid Token D@ sveech Token
AT TETFSOLAMI
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» Multimodal Chat Data Synthesize
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= Refined Process :
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Evaluation: Quantitative & Qualitative @5 BT | BLAS.

= Compared to Speech-Only Method J = v Specet

DLP (MotionGPT)

= Better User Experience . SO“"‘M‘l - I

» Compared to LLM-Agent Framework

Score

-

—
—

» Low Latency & Multimodal Coherence } I

= Alignment Tax on Text

Motion Coherence Motion Interaction Speech Consistency Overall Experience

Table 1. Quantitative results of baselines and SOLAMI. “7°(]’) indicates that the values are better if the metrics are larger (smaller).
We run all the evaluations 5 times and report the average metric. The best results are in bold and the second best results are underlined.

Methods Motion Metrics Speech Metrics Inference !
FID| Diversityl PA-MPJPE| Angle Error] VC Similarity] Context Relevancef Character Consistency? Latency
SynMSI Dataset - 9.136 - - - 4.888 4.893 -
LLM+Speech (Llama2) [69] - - - - 0.818 3.527 3.859 3.157
AnyGPT (fine-tune) [81] - - - - 0.819 3.502 3.803 2.588
DLP (MotionGPT) [17] 4.254 §.259 165.053 0.495 0.812 3.577 3.785 5.518
SOLAMI (w/o pretrain) 5.052 8.558 159.709 0.387 0.820 3.541 3.461 2.657
SOLAMI (LoRA) 15.729 §.145 167.149 0.400 0.770 3.251 3.423 2.710
SOLAMI (full params) 3.443 8.853 151.500 0.360 0.824 3.634 3.824 2.639
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Unified Understanding and Generation - EgoLM

EgoLM: Multi-Modal Language Model of Egocentric Motions

Fangzhou Hong, Vladimir Guzov, Hyo Jin Kim, Yuting Ye, Richard Newcombe, Ziwei Liu, Lingni Ma
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Egocentric Motion Tracking and Understanding

Sparse Motion Sensors

Motion Tracking

Motion Understanding

5 - < & -
3 e g "
Wl B, T o
S RS G e s S

Egocentric Videos

straight as she puts the piece

“The person is standing
of clothing on the hanger.

“The person turns around then
walks out of the bedroom.”
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Multi-Modal Multi-Tasking LM for Ego Motion Eﬁr}‘ﬁgﬁi@ggm - S-LAB

g | g § § D D T Instructions
/ / < g s @
> TTTTT (=) eens
- ~~

\
/

!
I

<> -
Motion VQ-VAE Language Model EgoLM
Himjun I ]
<F0S> .‘5/ . -! :i 3 Motion Narrations
1) Motions Tokenization 2) Motion Pre-Training 3) Multi-Modal Instruction Tuning
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1) Motions Tokenization
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Step 2: Motion Pre-Training %‘é‘éﬂﬁs‘fosm S-LAB
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By-Product: Unconditional Motion Generator
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Step 3: Instruction Tuning ggc}‘ggs‘stjggm  S-LAB

“<s> Perform ... based on the given ... Input CLIP embeddings: <CLIP Placeholder>. Input three-points: <TP Placeholder>"

ensee ) (7 EYE)

1 27313 | 2729 373 278 =t 10567 24492 29925 8297 10567 || 2211 ||29899
\ CLIP Encoder /[ ][ ][ ]
\TP Encoder /

Text Tokenizer
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Experiments

Task: Motion Understanding

Instruction: Describe the human motion based on
the given three-points and CLIP embeddings.
Input: Input CLIP embeddings:
<CLIP Placeholder>. Input three-points
feature: <TP_Placeholder>

Olutput: <Narration_Placeholder>

~

Task: Motion Tracking

Instruction: Perform motion tracking based on
the given three-points and CLIP embeddings.
Input: Input CLIP  embeddings:
<CLIP_Placeholder>. Input  three-
points feature: <TP_Placeholder>
Output: <Motion_Placeholder>
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Entitylog  Eventivecall Habitinsight Rzlillmﬂw Taskllus!:r

~y“iﬁediuﬁt‘lers * dingféznd

®
ehension of Body Language G.e-m e‘rta rm Engagement in Interactive

Editing with keyframe

motion replacement

f i : 1 "'
“A person is running” 1'_« & }‘, ‘,IL % (t i i{ ! E ' "\ 6 €§
r‘;} it I\ ' r \ r 1119, I
Mighty and Fast Mo mGeneratlo N
Stage 3 output keyframes Stage 4 output keyframes Stage 8 output keyframes

(waving left hand)
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Social Intelligence - CrowdMoGen

CrowdMoGen: Event-Driven Collective Human Motion Generation
Yukang Cao, Xinying Guo, Mingyuan Zhang, Haozhe Xie, Chenyang Gu, Ziwei Liu
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Challenges

Two people are fighting with
another person, leading to a 2v1
fighting game.

Character animation version of 2v1
fighting in a physics simulator.

Three people are holding hands
together.

Three people are holding hands with each other. Three people are practicing martial arts with each other.

InterControl: Zero-shot Human Interaction Generation by Controlling Every Joint. Zhenzhi Wang et al. NeurlPS 2024
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CrowdMoGen pipeline

total_number_of_individuals:
crowd_density:

average_group_size: e
intersity_of_crowd_interaction:
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CrowdMoGen pipeline

total_number_of_individuals:
crowd_density:

average_group_size: e
intersity_of_crowd_interaction:

= ey

Y bDirn1 MU « . "WDescriptions:

Text: “People on the playground. A

B e g

N o -

el allocate_activities()

® generate_interactive_joint_control_signal()

6 generate_path_and_orientation_control_signal()
determine_global_layout()

ballroom dance

warm up 1P

a) Scene-guided activities
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CrowdMoGen pipeline

total_number_of_individuals:
crowd_density:

average_group_size: e
intersity_of_crowd_interaction:

I
L Before Perturbation

L

Descriptions:

Text: “People on the playground. A

! ' -=-1

Text: “A car driving to the crowd.”
Position: (6, 6)

@ determine_result_motion()
<" calculate_next_position()

~

determine_all_possible_motions()

® S5 [ ) 1 BN
: allocate_activities() After Perturbation
j © generate_interactive_joint_control_signal() == i
generate_path_and_orientation_control_signal()

determine_global_layout()

ballroom dance reaction_mode: “avoiding”

result_motion: “run”
next_position: (3, 3)

warm up

a) Scene-guided activities b) Event-driven activities
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CrowdMoGen pipeline

1) Crowd Scene Planner

{_ Scene Planning ;
@ { A crowd of people playing on

the playground.

Some people should be ,
some , and others

may be

—— e e e

L4
]

4

{_Crowd Dynamics _
® { When a person waves to attract —>

the attention of a crowd, how
should the crowd react?

It should be a response
mode, and the crowd should

the person...
[ B N ]
Unified Control Signal ) Motion Sequence
“A person is conversing with e Mixed Motion Input Sampling-Only
others using hand gestures.” [__) Text Embedding Element-Wise Multiplication
| [ / Learnable Query Spatial Embeddin Wi iti
‘r} M &N A ] Y 3p g + Element-Wise Addition
f\/ ’7 ;L R <joint control> l:l Learnable Value Spatial Embedding Concatenation
IA FaS ) . [} tearnable Joint Template => Softmax



71 NANYANG

TECHNoLosicaL |, S-LAB
UNIVERSITY | FOR ADVANCED
SINGAPORE INTELLIGENCE

CrowdMoGen pipeline

1) Crowd Scene Planner

orerererrerererrere————" . 2) Collective Motion Generator
L Scene Planning J E 5 Qn X d)
@ A crowd of people playing on & :_l—b[[[[l u
{ the playground. E 21, Vim x d) [[[[I —E—P
- um[l] | v
Some people should be A E Ly IT
some , and others B ’
may be E - 4 Yinxd)
—— . = (" ControlAttention
{ Crowd Dynamics » ™~ X TKT  TTTTTTTTTTTTTTTTTC
When a person waves to attract —{ - - == .
@ the attention of a crowd, how Xt I—»Il : 21~ N (e, By)€—
should the crowd react? e teren S Input Mixing 9 | - b
I | 1
&

] e e e —

I
+
+
T 43AD7
Jawiofsupi|
Z 13fp7
Jawiofsup.]
743407
Jawiofsup.]
=
=

v
It should be a response ' =
mode, and the crowd should soint-wise | 4+ | K11

Pose Encoder

the person...
o000
Unified Control Signal ) Motion Sequence
“A person is conversing with Mixed Motion Input Sampling-Only

<text control> — [} Text Embedding

others using hand gestures.” Element-Wise Multiplication

[ | Learnable Query Spatial Embedding +  Element-Wise Addition

& ) R o A
f\I 7 ;L ﬁ <joint control> [} tearnable value Spatial Embedding Concatenation
. J \ ’ ’ [} tearnable Joint Template => Softmax
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(a) A person fell down, other people come to help him get up.

-
—_—
(b) Three people greet a person running over.

f i RS S .

(c) A crowd walks forward, and a car drives into them from the side.

’ . ) ! : ’ |

i 0 7 ‘s ’

A A RS ¢!
/ Y { ! (7
L]
Y ¢
(e) People walking on a busy street.
2 L X X 4 '
() People playing on the playground.
| 5 5 + 4
“‘ - » .’ 3 " e~ A v‘ ‘ A \h P -
. 2 » 23 3 i -
i A A A A b

=g
e
 /

S-LAB

FOR ADVANCED
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Experiment results

]ﬁ fy ?% %T TW? | % fT ?\

A person run to others and say hello to each other A group of people dancing together A group of people join to dance together
i i
f 1 (A
. | itet 4 R BRI
j ARY P
! | % ! ? . T
A person waves the hands to make others gathering around him People is walking while a high-speed person is running towards the crowd People is running while a high-speed person is running towards them
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egolife

SOCiaI Inte"igence: EgOLife O EvolvingLMMs-Lab/Egolife

A

Egolife: Towards Egocentric Life Assistant


https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
https://github.com/EvolvingLMMs-Lab/EgoLife
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The EgolLife Collected Data o e | LA

missing
signal

DAY],L] A\ \

,egolife,

e b
11:22:30:00 .' |

' .i'_,a

15 fixed third- person-wew V|deos |

\§

A1AKE 1:22:30:00 A2ALICE 1:22:30:00 _ AS_TASHA :30:00 AM_LUCA AS_KATRINA 11:22:30:00
DAY DAY w. DAY1 DAY1 DAY
! : / ~
\ | < T

.. .,
o l

6 egocentric videos
ALL THE EGO AND EXO VIDEOS ARE SYNCRONIZED WITH THE REAL TIME AND DATE.

Ego video, audio, mmwave, wifi, Ego/Exo signals synchronization.
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The Egolife Timeline o By | SR

DAY 1 DAY 2 DAY 3 DAY 4 DAY S DAY 6 DAY 7

11121314 171819202122 10 11]2_!:3 15161718 202122 1011 141516171819202122 10111213 15616171819 202122 1112 141516171819202122 10 111213141516 17 19 20 21 22 10 1112131415 171819 20
GEe mmJn = EEE FEew k) @ e s EeE @Y @wm [ @R =EE= (b [ (R oy w4
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Wald medim (2= = e EEx  #HeEs R e =@ (@@ (e @ @ @R (D e wdd wmLd
#Hows meda (@ amm @ea 2 [ [E= !IL w=E  [aw(d 2 (mw el 4 mEET (e e ol 4w (e
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& J A2 Awsg® g flew g ad & & J J

B, Social x183 4 Housekeepingx145 & Cookingx86 ™ Shoppingx74 i® Diningx67 & Partyx64 & Arts & Craftworkx57
< Leisurex49 8 Gamesx46 JJ Music & Dancex45 % Outingx40 # Setupx35 & Meetingx31 & Commutingx15
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The EgoLifeQA Benchmark 6x500=3000QAs

EVEI'ItREI:ﬂ" Past Events of Interest Eﬂtltyl.[lg Past Objects of Interest THSkMHStEF Tasks Assignment and Review

(Day1 21:48:21.200 (Day4 11:34:05.400
' What was the first song mentioned ~ Which price is closest to what we

~ pald for one yogurt?
! A.RMB 2 B. RMB 3
A / C.RMB 4 D. RMB 5

fMany things are in my cart already. What items that we\
previously discussed have | not bought yet?

A. Milk Answer: A. Evidence:
B. Chicken wings | made a shopping list, and
\ C. Strawberries already got frwt etc,, but
D. Bananas :

C. | Wanna Dance Wlth Somebody
D. Never Gonna Give You Up

Answer: B. Evidence:

Answer: A. Evidence: & @Dpayt The yogurt is on sale, RMB19.9 for 6 cups D5- B
\ Shure sang after Jake asked us to dance. %@ 11:46:59.050 \ @ Day 3: 17:00:04.450 Day 5: 16:20:46.350  15:10
é'owo i

What activity do | usually do while drinking coffee? Shure is playing the guitar now. Who else usually joins us )
A. Scrolling through TikTok — - . playing guitar together?
B. Texting on the phone @ A. Choizst . : :
C. Tidying up the room Y AR , B. Jake G C EVIde'nceé)S o g‘lﬁtoaurs V‘V’i'fﬁeihﬁlﬁ
D. Doing Craftwork D1-16:14 D2-10:40 D2-10:52 D4-11:39 C. Nicous  DA17:19 D417:22 D4-2200 D5-2252 20/ "' = 7
- ) | had coffee a total of five times, three D. Lucia frequently than
cay 4: 12:08:50.600 Answer: D. Evidence: of which were while doing crafts... ) kDay 6: 19:50:19.750 anyone else. )

Hahitlnsight Personal Habit Patterns




The EgoLifeQA Benchmark

‘Day4 9: 12pm!
Jake cracks eggs into a bowl

I

NYANG
TECHNOLOGICAL
UNIVERSITY
SINGAPORE

EZEA0 A

EventRecall

PAST EVENTS OF INTEREST

1 Hahltlnsgm

A TT A
PERSONAL HABIT PAT

" 2 ERS
%2 RelationMa

lNTERPERSONAL INTERACTION PETERNS

R FR

5, TaskMaster

TASKS ASSIGNMENT AND REVIEW

S-LAB

FOR ADVANCED
INTELLIGENCE

53
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EgoButIer

Day 1

(Qz What breakfast did we eat in the past three days? If | want to try something new, what is the recommendations?)
v

Day 1 Day 2 Day 3 Day 4 Day 5 Memory Keyword
VoS IDET © PEP@ S
B BEHS o
¥ Y YISy vV 3
Multi-Level
ﬁ Summary
collect w\_/ Multi-Level
Timestamp: Day 1, 1112:23 - 1£12:31 Retrieval
| was operating my phone, then looked up to the left at Jake and Evidence
adjusted my glasses. Jake said, “Here is a stopwatch.” | responded,
“Ok, stamp the time.” We were sitting at a long table with some boxes In the past 3 days, breakfast was either skipped or combined with lunch: 3 days ago, we made pan-fried
and stationery on it. Pictures were hanging on the wall, and there was pancakes, and next we had pizza. Yesterday's meal featured Chinese toon pancakes and dumplings for
also a projector and a whiteboard in the room. the Grain Rain festival. For a new experience, try dim sum, tamagoyaki, or shakshuka.
OO0O0O00O0O00 OO0OOoOooodononn
Egocentric omni-modal model as captioner Egocentric omni-modal model as evidence verifier
EgoGPT
DD D DD DD I:”:l I:l I:”:l I:”:”:I <> I:”:”:I e I:”:”:I </>.- h Q: What breakfast did we eat in
T . o ey ey '
@ @ % @ @ aiip Timestamp: Day 1, 1:12:23 - 111231 the past three days? If | want to
Q: What did | do in the last clip, g7 somethlng. st el f
including both visuals and sounds? recommendations?
(a) Captioning Stage with EQoGPT (b) Question Answering Stage with EQORAG
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EgoButler — The EQOGPT Component

Whisper as audio encoder, SET on EgoIT
LLaVA-OneVision oFT an audio projector on LLaVA-OneVision and Egoli
goLte EgoGPT

Qwen2 with ASR datasets )
(Qwen2 as LLM) that supports audio

Performance of EQoGPT-7B. The table presents a
P DD BB ME3-esy 12282 comprehensive comparison of EGoGPT against state-of-the-
R = R art commercial and open-source models on existing
e zm W egocentric benchmarks. With EgolT and Egolife Day 1 data,
EgoGPT achieve impressive performance on ego setting.

a5 I s b s v ot S5 30 ;' S N'% oD Model #Param #Frames | EgoSchema EgoPlan EgoThink
GPT-4v [95] - 32 56.6 38.0 65.5
2018 2019 2020 2020 T 2021 2021 2021
_ EFET\(‘AZE E (‘ " EGO . Ei‘](;(x'T\mw o v 2M - ﬁ:,'fu:ﬁf'ﬁ,ﬂ':ﬂf 57\3522“m s Gﬂmini'l .5 -PI"D [9{'}] - 32 ?2.2 3 1 ,3 62.4
we e Bers B - & M "y % 3 ' PYEYS GPT-4o [97] - 32 72.2 32.8 65.5
2022 2022 2022 2022 2022 2022 LLaVA-Next-Video [98] 7B 32 497 29.0 40.6
. R LongVA [99] 7B 32 44.1 29.9 483

IXC-2.5 [100] 7B 32 54.6 294 56.0
InternVideo2 [101] 8B 32 55.2 27.5 439
Qwen2-VL [94] 7B 32 66.7 343 59.3

2022

HOI4D
4000 videos / 20 hours

2022 f @ / @ 2023 2023 2023
10S E As inds
o fanes 1 » .

] . * k| 4 Or}rx [57] 7B 32 56.0 33.2 53.1
2024 2023 2023 2023) 0 2023 2023 LLaVA-OV [55] 7B 32 60.1 30.7 54.2

s ST s e S o s 25 s S s 1350 st LLaVA-Videos [102] 7B 32 57.3 336 56.4
- TaL 38t v &
EgoGPT (EgoelT) 7B 32 73.2 324 61.7
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EgoButler — The EQOGPT Component

Whisper as audio encoder, SET on EgolT
_ ¢ e SFT an audio projector on _ . . )
LLaVA-OneVision Qwen2 with ASR datasets LLaVA OneV|S|or) and EgoLlfe E OG PT
(Qwen2 as LLM) that supports audio 9
Dataset Composition of EgolT-99K. We curated 9 classic Performance of EgoGPT-7B. The table presents a
egocentric video datasets and utilized their annotations to comprehensive comparison of EQoGPT against state-of-the-
generate captioning and QA instruction-tuning data for art commercial and open-source models on existing
fine-tuning EgoGPT, #AV indicates the number of videos egocentric benchmarks. With EgolT and EgolLife Day 1 data,
with audio used for training. EgoGPT achieve impressive performance on ego setting.
Dataset Duration  #Videos (#AV) #QA Model #Param #Frames | EgoSchema EgoPlan EgoThink
EgodD [5] 3.34h 523 (458) 141K G4y (951 ol - 2 66 B 683
Charades-Ego [25] 5.04h 591 (228) 18.46K GPTAO[O7) j o 55 08 ess
HoloAssist [29] 9.17h 121 33.96K T LaVA- Next Vidoo [98] B ” 07 290 106
- aVA-Next-Video [© . . .
EGTEA Gaze+ [20] 3.01h 16 11.20K LongVA [99] 7B 32 44.1 29.9 483
IndustReal [2E] 2.96h 44 11.58K IXC-2.5 [100] 7B 32 54.6 29.4 56.0
. ) InternVideo2 [101] 8B 32 55.2 27.5 43.9
EgoTaskQA Eg | 8.72h 172 3.59K Qwen2-VL [94] 7B 32 66.7 343 59.3
EgoProcel [27] 3.11h 18 590K Oryx [57] 7B 32 56.0 33.2 53.1
Epic-Kitchens [4] 4.15h 36 10.15K LLaVA-OV [55] 7B 32 60.1 30.7 54.2
EgoGPT (EgolT) 7B 32 73.2 32.4 61.7
Total 43.16h 1529 (686) 99.48K EgoGPT (EgolT+EgoLifeD1) 7B 32 75.4 33.4 61.4




EgoButler — The EQORAG Component

Boosted by EgoGPT, EgoButler achieves SOTA:

» In-depth egocentric video familiarity

= Omni-modal comprehension — effectively integrating
both visual and audio signals

Powered by EgoRAG, EgoGPT enables:

= Week-long memory retrieval, answering complex,
long-horizon questions

» Robust grounding and context-aware reasoning, where
others often fail

Limitations

= | One-Time Retrieval — Agentic Search

= @ Better Person Identification Modeling

- Pattern Tracker: Building a habit and behavior
pattern engine for continuous insight generation
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DAY 2 11:23AM

P00 O0HOOOVVLOVLOLE

Gemini-1.5-pro EgoGPT
| am sitting at a table covered with a pink and white checkered tablecloth with three other people. We [...] The table was covered with a checkered tablecloth, filled with various foods and drinks, and
have finished our meal, which consisted of food in a large pot. [...] My bowl has a yellowish chunk there were a few bouquets of flowers adding a touch of warmth to the scene. | adjusted my
that I'm breaking into smaller pieces with my chopsticks. [...] | listen to the others talking. One glasses and picked up the chopsticks on the table. [...] Then, | placed the chopsticks on the table,
says something about \"remembering\", another replies “um,” and then the first person says, “After picked up a spoon, and started stirring the bread in the bowl. As | stirred, [...] | smiled, "One
connecting, memory accelerates. One second to learn a dance.” | dip my chopsticks into my dish minute memory training." Lucia%laughed and said, "Hahaha, memory training." | continued to stir
and eat, then | pick up my glass for a sip as the first speaker says, “Try it.” | drink more milk, the the food in the bowl, then picked up a glass of milk from the table and took a sip. | asked, "Whose is
woman to my right puts a piece of food onto my dish, and | ask her, “Is it salty?” [...] this?" Tasha replied, "This one is really delicious." | chuckled and said, "Hahaha, whose is it?"
EgoRAG (Gemini-1.5-pro) Question DAY 615:438 EgoRAG (EgoGPT)

[...] I walk and see two ’ What was the first food [...] I moved the straw slighty DAY 2 13:51
e women, one examining refrigerated items and the | ate along with milk? ‘ with my left hand, placed a finger on the drink, and
other using a smartphone near a dairy section. fell into thought. The table was filled with [...]
A.Banana B.Pancake *
I'm holding chopsticks and C. Eggs D. Cookie [...] picked up a spoon, and DAY 111:26

‘ picking up a piece of food from a small, white bowl @ started stirring the bread in the bowl [...] then

of rice, placing it onto [....] the rice bowl. Correct Ans: B picked up a glass of milk from the table [...]

| enter a room where several [...] Katrina asked, "Where DAY 119:11
G people are standing around a long table with food. ° should | put this?" then said, "I'll do it." Tasha

| speak a sentence, but my voice isn't in English.... A.Banana B. Pancake reminded, "There's still a bottle of fresh milk [...]

<

Table 5. Performance comparison of EgoGPT with state-of-the-art models on EgoLifeQA benchmarks. For a fair comparison on
EgoLifeQA, EgoGPT was replaced with the corresponding models in the EgoButler pipeline to evaluate their performance under the same
conditions. Models that provide captions for EgoLifeQA use 1 FPS for video sampling.

. . EgoLifeQA
Model #Frames  Audio  Identity EntityLog EventRecall Habitlnsight RelationMap TaskMaster Average
Gemini-1.5-Pro [95] - v X 36.0 37.3 45.9 30.4 34.9 36.9
GPT-4o [96] 1 FPS X X 34.4 42.1 29.5 30.4 44.4 36.2
LLaVA-OV [55] 1 FPS X X 36.8 349 311 224 28.6 308
EgoGPT (EgolT-99K) 1 FPS v X 352 36.5 279 29.6 36.5 331
EgoGPT (EgolT-99K+D1) 1 FPS v v 392 36.5 311 33.6 39.7 36.0
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,egolife,
) Extremely Long.
Interpersonal, Multi-view, Multi-modal,

Daily Life

DAY 1 DAY 2 DAY 3 DAY 4 DAY 5 DAY 6 DAY 7

B 0066 IS GE6 0 E CETY Fecw HRO More to explore:

~50 HOURS €GO VIDEO PER PERSON

X 6 PERSON ]
A 4 egolife
0 ' S N ! a ‘o M’és’DN a 21:17:34.050  21:17:35.200 21:17:35.950  21:17:36.300 ° °
Z e <X 7 6 people living in the same avideo L De nse Ca ptlon, I I qnsc‘ Ipl,

— house for T days for an ¢ :n”:“"-
5 3 . .
= . . P 7‘..:‘ L \ k Earth Day Cgl‘bfatlon @ % e e e ‘\ |[|\\"||l||‘||l||||b||llh|fHw"l il G a z e B M u I tl p I e T h I r d - P e r s o n
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p, | turn around to leave toilet and
Ry see Shure playing guitar.
narration
After washing my hands, | turn to leave
E the restroom. | notice Shure playing
visualaudio the guitar. | am impressed by his skill.
\ caption  So, | say, “Oh, Shure, you play so well!”

TASK BOARD

.

egolife-ai.github.io

7V : e ‘ y 'l _ . - s\)
é , 75 L ‘ Entitylog  EventRecall Habitlnsight RelatlnnMap TaskMaster




NANYANG

TECHNoLosicaL |, S-LAB
2] UNIVERSITY ‘ FOR ADVANCED

~” SINGAPORE INTELLIGENCE

\ :
i by his SR

LR 1 kN

Entitylog  EventKecall RelationMap  TaskMaster

ehension of Body Language G(em e\rla

rm Engagement in Interactive

Editing with keyframe

motion replacement

6B &6
= [ AUl
[
‘.)L ) 1

§ f
\

“A person is running” i f (& % gh J
1

i il g i’
Mlghty ari’d Fast Mo _mGeneratlor{ %lﬁ

Stage 3 output keyframes Stage 4 output keyframes Stage 8 output keyframes

(waving left hand)




&t NANYANG

w2 TECHNOLOGICAL |, S-LAB

w8 UNIVERSITY | FOR ADVANCED
p INTELLIGENCE

Thank You

Ziwei Liu | ¥4

Nanyang Technological University




	Slide 1: The Path from Marionette to Autonomous 3D Characters
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10: Mighty and Fast Motion Generation - FracMoGen
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20: Unified Understanding and Generation - SOLAMI
	Slide 21: 3D Characters with Social Intelligence
	Slide 22: Motivation: Avatar as Virtual Robot
	Slide 23: Training Recipe
	Slide 24: Data Generation
	Slide 25: Evaluation: Quantitative & Qualitative
	Slide 26: Demo: VR Interface
	Slide 27: Unified Understanding and Generation - EgoLM
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37: Social Intelligence - CrowdMoGen
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48: Social Intelligence: EgoLife
	Slide 49
	Slide 50: The EgoLife Collected Data
	Slide 51: The EgoLife Timeline
	Slide 52: The EgoLifeQA Benchmark
	Slide 53: The EgoLifeQA Benchmark
	Slide 54: EgoButler
	Slide 55: EgoButler – The EgoGPT Component
	Slide 56: EgoButler – The EgoGPT Component
	Slide 57: EgoButler – The EgoRAG Component
	Slide 58
	Slide 59
	Slide 60

