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Al Assistant with Scene Graph
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Hmm, so many people!

Can you find me a seat?

Give way to her rour o seats in the canteen, but | have
> Rl find one in a table of your friends.
< g 2 Do you want to join them?

v

Your seat is marked green.
But please
first.



Al Assistant with Scene Graph
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PANOPTIC VIDEO SCENE GRAPH

PANOPTIC SCENE GRAPH

2D Image 2D Video 3D video

[ECCV’22] Panoptic Scene Graph [CVPR’23] Panoptic Video Scene Graph [NeurlPS’23] 4D Panoptic Scene Graph



.Beyond Object Recognition

Q: What is in the image?

Q: What happened in the
image?




.Beyond Object Recognition

Q: What is in the image?
A: 2 X person, 2 x bench,
tree, and pavement

Q: What happened in the
image?

s = ' pavement-merged
=~
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.Beyond Object Recognition

Q: What is in the image?
A: 2 X person, 2 x bench,
tree, and pavement

Q: What happened in the
image?

s = ' pavement-merged
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.Q: What happened in the image?

A woman and touching
and looking at each other. The
woman is sitting on the bench
on the left, and the man is
sitting on the right bench. They
are in front of




.Q: What happened in the image?
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Beyond Object Recognition

Using scene graph:

Q: What happened in the image?
Q: Where is sitting on?

Add some commonsense:

Q: What are and the

woman doing?

Q: What is the relation between
and the woman?

— e S e S e S e e —,




PANOPTIC SCENE GRAPH

.PSG: Panoptic Scene Graph

Input Image

Input:

An image with complex scene

Output:
A scene graph
with panoptic segments

J Yang, et al. Panoptic Scene Graph Generation, ECCV 2022



.PSG: Panoptic Scene Graph

+ Accurate Grounding + Proper Class Granularity + Able to involve Background
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PSG Dataset

- 49K images

- 133 object classes (80 objects and 53 stutt)
- COCO+VG

- 56 predicate classes.

- Careful Predicate Design and Annotate

J Yang, et al. Panoptic Scene Graph Generation, ECCV 2022

Exploring PSG Dataset

Type or Select Reasonable S-V-O to View Examples

SUBJECT VERB OBJECT

ppppppppppppppppp

http://psgdataset.org/explore.html



Two Stage Methods

Panoptic FPN

!
Kl

Image

Feature Map

Obiject Features
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Relation Features
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(a) Stage-1: Segment Feature Extractor

=

/\

gass

(b) Stage-2: Scene Graph Prediction

+ Fast, Simple, Easy to use
+ Support Classic Methods
- Heavily Rely on Detectors




One Stage Method (PSGTR)

Positional
J— *Coooooo o) .
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Encoding
v
] Subject Class Prediction
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(a) Input (b) Transformer Block (¢) SG Prediction Head

+ Focus on Vision

+ Direct Training
- Need Long Time to Learn

- Contlict with PanSeg



One Stage Method (PSGFormer)

Positional
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(b) Query Learning Block (¢) Query Matching Block

+ Explicit Relation Model
+ Fun Query Matching

+ Quick Converge

- Larger model
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.PSG: Panoptic Scene Graph .l.

SELF REGISTRAT

A Q: Who is wearing a fancy

bag in the photo?

b -

Q: Where is the man with
fancy bag standing?

\',.

beside ]y

Prediction Result from the PSG Model o




PlaislG

PANOPTIC VIDEO SCENE GRAPH

PSG + Video = PVSG



PVSG - Panoptic Video Scene Graph Generation
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.PVSG Dataset

A long-video, multiple perspectives,

long-term dependent VidSGG dataset

Ego4D
(56)

Kl

VidOR

Third-Person

Ego View

/

EPIC-
TCHENS

View

- Birthday
(62)
(35)
Ceremony

Housework
(35)

Kitchen
\{_ __

Sports
(66)

Pet

S5

Parenting
(73)

400 videos, 9 hours
77s long in average
3rd + egocentric



Video Description

'PVSG Dataset The scene depicts the boy receiving, giving,

and unwrapping gifts on the holiday.

Dense Description

0000-0018: The little boy (child-1) passed
through the television (tv-1) to pick up a gift
(gift-1).

0018-0045: The little boy (child-1) handed
the gift (gift-1) to a who
appears to be

Dense QA
At Frame 0035: Q: Why did the little boy (child-1)
. (CS— e e e . g give the gift (gift-1) to the
T anaing on £100r-0 P——— A: It might be a gift exchange moment, and the
g gift is for
Duln_g:‘l box-1 ®

child-1 opening gift-2



.PVSG Dataset (Egocentric)

EpicKitchen (55 videos) Ego4D (56 videos)

Towards Comprehensive Egocentric Video Scene Understanding






Model

B
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Temporal
Prediction

(i1) Handcrafted Window
(iv) Transformer Encoder

Pair Selecting | !'----------

(1) Vanilla

Option-1

\DV/

,J\

N I
i { |

End-to-End Video Panoptic Segmentation Model
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Option-2

10N

Predict

10N

Relati

(b) Stage 2

For Feature Tube and Mask Tube Output

(a) Stage-1



Demo Results

adult-10 ‘wearing hat-
child-6 weaxing hat-3
adult-30 wearing hat-9
adult-5 wearing hat-9
adult-32 wearing hat-9
adult-27 hugging adult-5
adult-27 wearing hat-9
adult-32 hugging adult-30
child-6 hugging adult-5
adult-30 standing on groumd-2
e .- - P i e . —— others-7 on grass-1
I~ R —
shild-1 widing bike-1 adult-27 hugging adult-30
adult-1 looking hild ; car-22 entering groumd-2
div adult-5 hugging adult-10
dog-36 on groumd-2

m adult-32 standing on groumd-2
adult-1 talking to child-1 adult-5 hugging adult-27
adult-10 hugging adult-5




PSG + Video + 3D = PSG4D



.PSG4D: Al Assistant in 4D world

(a) Visual Input from the 4D Dynamic World O (c) Reasoning & Planning
Percel.Vi'\g . Executi ng *rfsﬁoﬁ [keep sending scene graph..] ] 0

" ‘

\ 1A : - ®#30 nﬁ ( Oh wait, seems a man fell from his'> €

- T o ‘ Q : bike. we should go help him pick up[ 1M
By Thg e ' his bike. Where is the bike?

‘@' < The bike is 2.4m ahead,
PSGAD | |ying on the ground.

Good, go forward 2.4m to the
bike, straighten the bike, and —
d.

check whether the man injure

&
Controller

&
Reasoning

TR )




.PSG4D Dataset

0000-0017: Mplant lookln
person-3 walking on stair 210 a d bJ;,ﬂ] nnnnnn g D g
0037-0079: 9 . fabler l k g
person-3 holding handbag-1 ' t a pul l;ln‘é n = 'éo
0066-0084: ! % ) ho 1di 1 N ot wing.
person-1 talking to person-2 doOr i bar ’r-’ier g POINTINE Tg
0125-0176: cup o Walklng ©
person-2 talking to person-1 sitting +
bottle ssie

(a) PSG4D-GTA (Synthetic, Third-Person View)

0006-0012: l bottled © drinks 1

hand-1 reach out for bin-1 O Ck e r R hC ose

0085-0089: plicrs SCissors » “Jdesk™] & ea C Out

hand-1 grasp bin-1 toy = e b (

0045-0048: ' ) Pl EY: PUT Jown

hand-1 open bin-1 g S L

0090-0095: E,;.SC ku P

hand-1 putdown bin-1 G r a S p open *
i furniture bowl<il dump pull

(b) PSG4D-HOI (Real-World, Egocentric)

Source: Grand Theft Auto V
67 videos (avg. 84s)

28K RGB-D images

35 object classes, 43 relations

Source: HOI-4D

2973 videos (avg. 20s), Egocentric
891K RGB-D images

46 object classes, 15 relations



.PSG4D Pipeline

1111 "_ ':ua||
N e
takile-2 MudE|
II Model érﬂund

4D Scene Graph

#354 - §583

hand-1 reach out for bottle-1
#584 - #8352

hand-1 grasp bottle-1

=,

Option 1: RGB-D Input ~N [ :
) Tasktl.lbe ﬁ?+

. N . ‘H_ . —

mask  featurs ] l_ h‘ . ot

mik--feaﬂre . Bl 0

bottie-1  hand-1

Spatial-Temporal
Transformer Encoder

Panoptic
Segmentor

Relation in interest

Grasp .

hand-1 grasp bottle-1)
= [584, 892)

hand-1

O table-1

GT confidence score of "Grasp™

Option 2: Point Cloud Input [ predicted mask tubes with feature  Traip
"i‘ ¥
- | -1.4‘ : B hand | [ ”’ Feature .iil 11
Point Clou 3 iati 1]
i B hnme| [ m Association .111 .111

Segmentor | N | ,,';' w LY "'H” w
A | ground truth mask tubes ground truth relations (e.g., hand grasp bottle) )
(a) Frame-Level Panoptic Segmentation (b) Tracking (c) Inference (1) and Training (l) of Relation Model



PSG4D Real-World Application

(a) The RGB-D sequence that is captured by the robot. (d) Robot Reaction
SENSESNNNNNENNNNNENNNENNNNNNINEERENTS

'7 ' 'V'V

+ Collecting SG with
Real World Assistant

(b) PSG-4D Parsing (c) Reasoning & Planning + - .
r \ Providing LLM with
V14.25-176s 5@7: {I am a service robot, In the past
N drinking from PsG4D | 30s, what | captured is: [Z=]. Is Eyes (Scene Graph)
(D1ses-2005 there anything | could serve?
throwing .
@ 20.05- 3005 (1. Cleanup: ..; .
on | 2. Reminder: . } ¢ Can we directly feed

SESNESESNESESENENENNENENENEENENNEREEN LLM with Images?

- Towards VLM

2 |
~
- g




Al Assistant with SG

ZEE REEE

PANOPTIC SCENE GRAPH PANOPTIC VIDEO SCENE GRAPH

2D Image 2D Video 3D video

[ECCV’22] Panoptic Scene Graph [CVPR’23] Panoptic Video Scene Graph [NeurlPS’23] 4D Panoptic Scene Graph

Multimodal input -> Scene Graph -> LLM Prompts
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(AI Assistant with Scene Graph

Neuro-Symbolic )
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ANoPTIc S Jingkang Yang

PANOPTIC SCENE GRAPH PANOPTlc VIDEO SCENE GRAPH

Panoptic Scene Graph Panoptic Video Scene Graph 4D Panoptic Scene Graph
[ECCV’22] [CVPR’23] [NeurlPS’23]
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The pathway: From Language Models
"to Language Assistant

GPT-2 GPT-3 GPT-3.5 ChatGPT
@OpenAI @OpenAI @OpenAI @OpenAI
Industrial

Open-source

BERT LLaMA/T5 Vicuna/Flan-T5 Open Assistant

5,

- Go ‘ gle

<

N

[5 S bt
¢5 FLAN-TS

Zero-shot Zero-shot learning Zero-shot learni?g
learning In-context learning In-context learning
Instruct following

Zero-shot learning

In-context learning
Instruct following

Human alignment



The pathway: From Multi-modal Models to
Multi-modal Assistants

CLIP Flamingo

0penar

Industrial

Open-source

OpenCLIP OpenFlamingo

LAION LAION

Zero-shot learning Zero-shot learning
In-context learning



The pathway: From Multi-modal Models to
"Multi-modal Assistants

CLIP Flamingo
©)OpenAI

o~ S N
- - 5

. -
Industrial :
lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll.)» .

V"l

Open-source

OpenCLIP OpenFlamingo

LAION LAION

Zero-shot learning Zero-shot learning
In-context learning




Flamingo: a Visual Language Model for Few-Shot Learning

Output: text

. Pretrained and frozen .
a very serious cat.

frained from scrateh —

n-th GATED XATTN-DENSE

1st GATED XATTN-DENSE

|

Perceiver Perceiver
Resampler Resampler

Yy v

Yy v

Processed text T

<image> This is a very cute dog.<image> This is

Interleaved visual/text data

This is a very cute dog.

Alayrac et. al. Flamingo: a visual language model for few-shot learning. 2022



OpenFlamingo simply completes

the next reasonable sentence. RIS RIITEIEE

OpenFlamingo*: What is the danger of
playing baseball? What is the danger of
this sport? What might be the danger of
this sports?

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot. ®

*OpenFlamingo is the open-source version of Flamingo, enabling community research with a strong interleaved data pretrained model



Flamingo # Multi-modal Assistants

Question: What is the danger of this sport?

, -
Wi e

Human Expected: The sport involves players
running and trying to catch the ball while
others are standing in the grass, which can

= > L B = lead to collisions or accidents.
K ‘x(;) e s 2T N - ;

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot.



MMC4: Image-text interleaved data for
OpenFlamingo Pretraining

[..., "Check out Shane Driscoll’s take on sustainable communities and how his photograph fits this year’s

; "Man-made platforms like the one pictured here allow these fish-eating

"A city surrounded by mountains.", "I toock this photo

"It is looking at Mt. Chicora from the middle sister

mountain.", "Getting people out into beautiful places like this is becoming more and more popular, and each

time we bring a little piece of nature back with us that inspires us to make our cities better.", ...]

Diverse and large-scale, but lack of Instruct-following scenario

Zhu et. al. Multimodal C4: An open, billion-scale corpus of images interleaved with text. 2023




From interleaved data pretraining to multi-
"modal In-context instruction tuning

Bryant and
the Lakers i
encountered

difficultie

s.

MMC4 OpenFlamingo MIMIC-IT Otter

(interleaved pretraining) (Multi-Modal In-Context
Instruction Tuning)



From interleaved data pretraining to multi-
modal In-context instruction tuning

@ Otter enhances OpenFlamingo’s capabilities, including:

Instruction following: alighing with user intent

Stronger in-context learning ability.

Fine-grained understanding: spot the difference between images.

Vision reasoning and even planning: It can write story for a
series of images and even suggestion how to clean your room from
your room tour video.



Otter: A Multi-Modal In-context Instruction Tuned Model

These emotions are commonly associated with the
holiday season and often evoke fond memories of
or the act of giving and receiving gifts.

N-th LLM Block

N-th Gated Cross-Attn

Perceiver

Resampler :
P 15t LLM Block

|I9POINI VIAETT PaJIPOIN

15t Gated Cross-Attn

\ 4

Visual Input
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TECHNOLOGICAL S-LAB
UNIVERSITY FOR ADVANCED
SINGAPORE INTELLIGENCE

MIMIC-IT Dataset

How did the students advocate for immigration

What might be the purpose of this
reform policies during the ceremony? (VIST)

gathering of people? (LA)
Social Reasoning

Story Telling

What is the
difference between
the two images? (SD)

Subtle Difference

Is it safe to walk on the floor while the woman is cleaning? (E4D)
Egocentric Video Reasoning

What are the male and female
characters holding while they
are together? (TVC)

What might this young boy ‘
learn from this ;
experience? (LA)

What is the difference
between the two images? (GSD)

General Scene Difference

Can you suggest any ways to
brighten up the room I’m in? (E4D)

What does the girl do
after completing the
routine? (DC)

: M Can you think of some reasons
Episode ry why cats might sit on
someone‘s laptop? (LA)

Write a detailed description Abductive Reasoning
of the given image. (LA)

Image Description

N—

Can you suggest any recreational pursuits that
can be enjoyed within this room? (IEP)

MIMIC-IT



2

NANYANG

S-LAB

MIMIC-IT Dataset IRmocicaL
UNIVERSITY | FoR abvancep
SINGAPORE INTELLIGENCE
[ )

Dataset Visual Data (Scenes) In-context Video #Clips/Images #Unique Instruction. #Instances Lang.
MiniGPT-4 [54] CC (General) -/- X -/ 134M 4 5K English
LLaVA [28] COCO (General) [27] lang./- X -/ 81K 261K 345K  English

COCO (General) [27]  lang./vis. X -/ 81K 261K 345K

SD (Surveillance) [21] lang./vis. X -/ 9K 10K 15K

SN (Indoor Ego.) [15]  lang./vis. X -/0.5K 4.8K 6K
MIMIC-IT DC (General)[22] lang.fv%s. v 16K/ 1M 40K 62K Multi.

VIST (Story)[20] lang./vis. -/ 16K 32K 33K

TVC (TV)[24] lang./vis. 86K / 577K 86K 92K

E4D (General Ego.)[19] lang./vis. « 400K/ 6.4M 1.8M 2.4M

Total lang./vis. « 502K /8.1IM 2.2M 2.8M

3 > Aa
2.8M Instructions Multi-Modal In-context Multi-Lingual

Our dataset has 2.8M multimodal instruction-
response pairs, with 2.2M unigue instruc- tions
derived from images and videos. Each pair is
accompanied by multi-modal in-context
information, forming conversational contexts
aimed at empowering VLMs in perception,
reasoning, and planning.

Discover the first multi-modal in-context
instruction dataset, a integrated compilation
that seamlessly blends videos and images,

spanning a diverse array of scenes.

Featuring 8 languages: English, Chinese, Korean,

Japanese, German, French, Spanish, and Arabic,
thereby allowing a larger global audience to
altoghther enjoy from the convenience brought
about by advancements in artificial intelligence.



Otter’s Capacities Preview

Learning with In-context Examples

Instruction: Instruction:
What”’s What”’s ’

- : What’s written on this image?
pepSI wr‘}ttgn on M? written on ' (wo/ICE) Otter: “Think Different”
this image?

Instruction:

h; this image? ‘ . | 3 itt GlEde .
otter: pepsi, cat 128 octer: sunuay, Think different | 1 written on this dnage,
is pepsi okay? eat fresh. : ere

is pepsi okay?”

Understanding Videos (trained on MIMIC-IT-DC)

Instruction: Hey Otter, do you think it looks cool?

Otter: Yes, I do think it is cool that the man is playing video games while wearing a head-
mounted display.



_Otter’s Benchmark Performance

MMBench

* Category
* Perception (1860 Questions)
* Reasoning (1114 Questions)

Example Question
Eval Method

e Multiple-Choice with GPT-4 as Judge.

e Circular Evaluation

Otter’s Performance (Test set)
* 48.3-559%

Analysis
* Formatting is important.

* Padding with in-context examples to
enable model’s better formatting.

Liu, Yuan, et al. "MMBench: Is Your Multi-modal Model an All-around Player?." arXiv preprint arXiv:2307.06281 (2023).

lmage scene

Q: What type of environment is
depicted in the picture?

A. Home

B. shopping mall

C. Street

D. forest

aT: A

Q: Which mood does this image
convey?

M A Cozy

B. Anxious
€. Happy
D. Angry
a1

Q: What type of environment is
depicted in the picture?

A. Home

B. shopping mall

C. Street

D. forest

ar: €

Q: Which mood does this image
convey?

A. Sad

B. Anxious

C. Happy

D. Angry

aqm: A



Method

JiuTian

mPLUG-Owl

LMEye

Shikra

Otter-|

G2PT

LLaMA-Adapter-v2

LLaVA

InstructBLIP

VisualGLM

PandaGPT

MiniGPT-4

MMGPT

CpenFlamingo w2

OpenFlamingo

Parameters

12.38

7.2B

4.4B

7.2B

9B

7B

7.2B

7.2B

8B

aB

148

8B

9B

9B

Language Model

FLANTS-XXL

LLaMA 7B

Flan-XL

Vicuna 7B

LLaMA 7B

LLaMA 7B

LLaMA 7B

LLaMA 7B

Vicuna 7B

ChatGLM 6B

Vicuna 13B

Vicuna 7B

LLaMA 7B

MPT 7B

LLaMA 7B

Vision Model

EVA-G

CLIP ViT-L/14

CLIP ViT-L/14

CLIP WiT-L/14

CLIP ViT-L/14

ViT-G

CLIP WiT-L/14

CLIP ViT-L/14

EVA-G

EVA-CLIP

ImageBind ViT-H/14

EVA-G

CLIP WiT-L/14

CLIP ViT-L/14

CLIP ViT-L/14
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&61.6

61.3

60.2

48.3

39.8

38.9

36.2

33.9

33.5

30.6

23.0

57

4.3

LR

39.8

364

36.59

335

22.2

14.8

7.4
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OTTER-HD

A High-Res Multi-
modality Model

Multimodal model fine-tuned from Fuyu

Fine-grained interpretation of high-resolution
visual input

Eliminates the need for a vision encoder
Supports flexible input sizes at test time

Adaptable to diverse inference budgets

\.

Perception & Recognition Demonstrations

Query Prompt:
What’s inside this painting?

Model Response:

The image depicts a detailed, traditional East Asian
scene, possibly of Chinese origin. A large,
intricately designed building with multiple tiers
and a sloping roof stands prominently in the left-
center. The architecture, with its wooden beams,
intricate carvings, and elevated structure, is
reminiscent of ancient Chinese temples or palaces.

Query Prompt:
How many camels are inside this image?
Model Response:

It is hard to examine the camels in such intricate
image. However, I find there are three camels
visible in the image.

J

Figure 1: Perception and recognition demonstration of OtterHD-8B. The image is a traditional
Chinese painting from the Song Dynasty, Along the River During the Qingming Festival. This is a
part of the entire artwork, with a resolution of 2466 x 1766.

Table 1: Performance comparison of OtterHD-8B with prominent open-sourced LMMs, detailing
instruction/response data pairs, training, and evaluation resolutions. The term Dynamic refers to train-
ing with varied resolutions as elaborated in Sec. 4.2. The term Original indicates evaluations using
each image’s resolution without any resizing operation, whereas other models undergo evaluations
with images resized to a consistent square resolution at denoted in Eval Res. Details on metrics are
provided in Sec. 4.1.

1
Models UR Pairs | Train Res. | Eval Res. | Vi2ebench | MME™ | o pp | VMLV | MMB | M-Vista
Multi. FF. | Cog. Percep.
Idefics-9Bingct [24] 1M 224 224 | 208 13.4|1879 11650 | 746 | 237 | 455 | 198
Otter-9B [25] 150K 224 224 | 257 15.8|3064 12923 | 725 | 247 | 483 | 19.7
InstructBLIP-7B [13] | 1.2M 224 224 56 152 - - - | 262 | 360 .
InstructBLIP-13B [13] | 1.2M 224 224 38 16.3291.8 12128 | 789 | 256 | 339 | 253
LLaVA-7B1 5 [30] | 3.6M* 336 336 | 268 247| - 15107 | 859 | 305 | 59.5 -
Qwen-VL-7Bena [4] | 1.4B 448 448 | 145 1593607 14875 | - - | 618 .
Fuyu8B[5] | - - | Original | 293 1152|2375 7286 | 741 | 214 | 107 | 206
512 512 | 335 31.4[2898 13593 | 86.1 | 251 | 585 | 223
OtterHD-8B 370K 1024 1024 | 37.8 37.2|2885 13137 | 815 | 198 | 53.6 | 173
Dynamic | Original | 42.7 39.9(331.4 12234 | 86.0 263 | 583 235




. OtterHD

E] E] [FUYUJ [persimmon

Input image
9%
r

Fuyu

Transformer Decoder

HEE EEErEEe e ()] e

48 ENEB TWF

- Improved with FlashAttention-2 and other fused operators
- Fused layernorm
- Fused square RelLU
- Fused rotary positional embedding ®

Linear projection

Image patch

- Optimizing Fuyu-8B's HuggingFace implementation



[ J [ ]
MagnifierBench
‘

Q: What color is the 1lid of the

Q: Where is the laptop? Q: How many Eralnlng cones are <iall bottle closast to tha
A. On the green sofa on the grass: green lid of the seasoning jar?
B. On the square dining table A. 3 A. Green,
C. On the grey round stool B. 4 B. Yellow,
D. On the brown round table C. 5 C. White,
D. 6 D. Purple

Correct Answer: C
GPT-4V Answer: A Correct Answer: C

GPT-4V Answer: A

Correct Answer: D
GPT-4V Answer: C




OtterHD

Query Prompt:
What are all the scene text in the image?

L

Model Response:

Fuyu-8B: 3,642,039,905,005,000,0(endless repeating)
LLaVA-1.5-13B:The scene text in the image reads
3642363636363636363636363636363636363636363636363636
3636363636363636363636. .. (endless repeating)
OtterHD-8B: The scene text in the image is
"3,642,039,031,0055. It seems to be an image
of numbers, which seems to be a combination
of numbers, letters, and symbols.

o

.

Query Prompt:
What dish is it? Which

Chinese city does it
come from?

Model Response:

Fuyu-8B: [ , "

LLaVA-1.5-13B:The dish is a bowl of noodles
with vegetables, possibly a beef noodle
dish, served in a brown bowl. It is a
popular Chinese dish, and it comes from the
city of Chongging.

OtterHD-8B: The dish displayed in the image
is called “#-Tf”, which is translated as
“Hot dry noodles”. This is a traditional
breakfast dish from Wuhan, the capital city
of Hubei province in Central China...

Scene Text + Knowledge + Reasoning

Desktop Understanding

J

Figure 6: Desktop understanding abilities comparison between LMMs. Incorrect parts are noted.

'

Query Prompt:

Which website I am in?

Jrerr————————

ChatGRT cut aff date now Agril 2023
na Al launches open-saurce Bk text embedding
Running the *Reflectians on Trusting Trust® Compiler
4. & How to find a lost phone in a no-cell-coverage camging site?
* iLeakage: Browser-Based Timeriess Speculative Execution Attacks on Apple Devices
& Show HN: Instant API = Build tye-safe web APTS with JovaScriot
4 Making TV Useful For My 94-yr-old Aunt
4 Ask HN: PG's Do Things That Don't Scale’ manual examphes?
4+ Samsung announces: ‘Shinebolt’ HBMIE memory

Keyboard Maestro 11

Model Response:
Fuyu-8B: "HBR3E" memory (manas.tech)

LLaVA-1.5-13B:You are in a website called
"Hacker News.”

OtterHD-8B: According to the information
provided, you are located in chapter
"Hacker News View | comments'




Multimodal Performance

LLaVA-NeXT

Language Performance VS. Multimodal Performance
with LLaVA-NeXT Recipe

Multi-discipline Understanding - MMMU Math Reasoning - Mathvista
% R- d: 0.87, p-value: 2.544e-04 52.5 R-: d: 0.87, p-value: 2.290e-04
50.0 E f
% GPT-4 Qwen-
475 7 GPT-4
© 45.0 | Qwen-72B
| k Yi-34B
\! Stronger LLMs Supercharge
= Qwen-72B £
72 [ efge [ [ [ )
® AT Multimodal Capabilities in the Wild
Vicuna-1.5-138" (@) 375 O
Qwen-7B Vicuna-1.5-13B LLaMA-3-8B .
6 @ Q- 50 g @ - We expand current LLaVA-NeXT to 3x model size,
ST aramctoca 270 goneigth @ up to 728 and 110B model.
50 60 70 80 90 50 60 70 80 90
Science Diagram Understanding - Al2D Visual Chat - LLaVA-W - We found that, under the same training Strategy,
. R-squared: 0.63, p-value: 1.088e-02 Qwen 100 R-squared: 0.91, p-value: 5.670e-05 stronger LLM natu ra"y brings Stronger multimodal
<o 7/% o5 G*PM performance.
. J GPT-4 Qwe"?
90
A Qwen-7B Yi-34B gl Yi-34 !
S O < wen-72B
< 70 LLaMA-3-8B 5 ®
Vicuna-1.5-13B
80
g5 Vietna-1.5-7B JLaMA-3-88
75

Vicuna-1.5-13B .Qwen-7B

i o 4
60 V'B”"a ) Mistral-Instruct-v-0.2-7B

50 60 70 80 90 50 60 70 80 90

Mistral-Instruct-v-0.2-7B

Language Performance: MMLU Scores



LLaVA-NeXT

Benchmark Results

GPT4-V
Datasets Split Metric Instances

AI2D" test Acc. 3088 78.2 80.4 774 71.6
ChartQA™ test RelaxedAcc. 2500 785 79.7 77.0 69.5 - LLaVA-NeXT reac h es to G PT4-V
DocVQA" val ANLS 5349 = 85.7 84.4 78.2 Ievel mu Itl mOdaI performa nce.
MathVista test Acc. 1000 49.9 49.0 46.6 375 - O ur |a rge stm Od e |’ LL a VA_ N eXT_
MMBench dev Acc. 4377 75.0 80.5 80.5 721 110B model on |y trained on
ng::i;n test 5171 453.9 4596 367.8 128-H800 for 18 hou rS.

Total Score 2374
MME-
i test 1409.4 1746.5 1699.3 1603.7

Perception

MMMU val Acc. 900 56.8 50.1 49.9 4.7

RealWorldQA test Acc. 765 614 63.1 65.4 60.0

LLavA-w™" test GPT4-Eval 60 98.0 90.4 89.2 80.1

LLaVA- Small GPT4V-Eval 120 71.5 705 71.2 62.5

Bench

(Wilder) Medium  GPT4V-Eval 1020 78.5 725 73.4 63.1

*Train split observed during SFT stage.

*“We report the evaluation results with GPT-4-0613 on LLaVA-W.



LLaVA-NeXT

Daily-life: Prompt Interp retation (the images in the right are generated via DALLE-3)

User Instruction: write an
image prompt for this
character without details
about the surrounding.
Include color and details
about all of these variables:
age, eyes, hair, skin,
expression, clothes

LLaVA-NeXT-110B: This character exudes a youthful
and vibrant energy, with a radiant complexion that suggests a
youthful age. The eyes are a striking shade of blue, full of life
and curiosity. The hair is a lush green, cascading in soft
waves that hint at a playful and spirited personality. The skin
is smooth and fair, reflecting a healthy and energetic lifestyle.
The expression is one of determination and confidence, with a
slight hint of mischief in the eyes. The clothes are a mix of
dark and light tones, with a gold and green color scheme that
suggests a regal or mystical status. The character is adorned
with intricate jewelry and accessories, adding to the overall
impression of someone of high importance or magical ability.

GPT4-V: Create an image of a young adult female
character with striking features. She should appear to be in
her early twenties. Her eyes are a captivating amber hue, with
a sharp gaze that conveys a sense of determination and
curiosity. Her hair is a lush, vibrant green with soft waves
cascading around her shoulders, giving her an otherworldly
charm.\n\nHer skin is fair with a smooth, porcelain-like quality,
and her expression is confident yet approachable, with a
subtle hint of a smile playing on her lips. She is adorned in
unique attire that includes a white top with a plunging
neckline, accented with emerald green and gold jewelry that
complements her hair. The jewelry is bold and fantastical,
featuring large, ornate earrings shaped like stars and a
prominent, jewel-encrusted brooch at her collar.

Qwen-VL-Max: This is a portrait of a young woman with
vibrant green hair and matching eyes. Her skin is fair, and she
has a serious expression on her face. She is dressed in a white
and black outfit, adorned with a green gemstone necklace.

|ntern-V L'1 .5 = image prompt:itle: \"the enigmatic maiden\"description: a

digital illustration of a young woman with striking features. her age appears to be in her late
teens to early twenties. she has vibrant green eyes that seem to hold a hint of mystery, and
her skin is fair with a soft, natural glow. her hair is a rich, emerald green, styled in loose,
wavy curls that cascade around her face and shoulders. she has a serene yet intense
expression, with her lips slightly parted as if she is about to speak or is lost in thought.she is
adorned in a fantasy-inspired outfit that combines elements of elegance and combat
readiness. the top is a white, flowing garment with a plunging neckline, revealing a hint of
her d\uOOe9colletage. over this, she wears a black leather corset that accentuates her waist
and adds a touch of edginess to her appearance. the corset is embellished with gold
accents and a large, green gemstone at the center, which matches the color of her hair and
the green holly-like pendant she wears around her neck.her accessories include large, gold
earrings with a star-like design that complement her overall look. in her right hand, she holds
a sword with a golden hilt and a green gemstone embedded in the pommel, suggesting that
she is a warrior or a guardian of some sort. the sword's design is intricate, with gold and
green accents that echo the colors found in her hair, eyes, and jewelry.the background is
blurred, drawing focus to the character, but it appears to be a natural setting with hints of
sunlight filtering through, possibly a forest or a garden, which adds to the mystical and
otherworldly atmosphere of the image.




LLaVA-NeXT

’ LLaVA-Wilder Qualitative Example

LLaVA-NeXT-110B:

89, TEHRRERNSXER!
(P, 3E$)

KBH%, FFIRYLo
FAERR, AR,
R, T

LLaVA-NeXT-72B:

Sk,
N
s K5 ER A,
—— = IR R
R D R ST e %ngAhmﬁRK%E*¢ﬁ%,¥¢§%—
T e TILPEDT, BHE AL,
oy o, SRATIIRLEAIIAR  EsRECNRET. #WCNEE.
XE B Z AEIIEE, iE BT T R
MR R, i
il p ol Intern-VL1.5: $79, FERRAEHHXES:
AL, KARZ L,
PBH IR,
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LLaVA-NeXT

& Chatbot

| Home About ﬂhd:ﬂ:L

|
“n Title 2]
Text heve Text here
Text here Taxt here

Please visit our demos to try more
https://llava-next.Imms-lab.com/

@

Here's a design for blogging website. Provide the working source code for the website using HTML, CSS and JavaScript as required. @

- N
The image you've provided is a hand-drawn sketch of a website layout, which includes a navigation bar with links to "Home," "About," "Start
Here," and "Login," as well as three blog post sections with titles and text content.
To create a website based on this design, you would typically use HTML for the structure, CSS for the styling, and JavaScript for any interactive
elements. Here's a simplified example of how you might code this in HTML and CSS:
DOCTYPE html O
html lang="en
head
meta charset="UTF-8
meta name="viewport" content="width=device-width, initial-scale=1.0
title>Blog Website</title
style
body
font-family: Arial, sans-serif
+ >

[ None ] [ Up-Vote ] [ Down-Vote ] [ Regenerate J [ Send ]



https://llava-next.lmms-lab.com/

LLaVA-NeXT Video

Takeaway message 1: A unified view of images and videos is important for leveraging high-quality image data in
video understanding.

LLM LLM

EEENENNENENSEEN EEENENNENESSEEN

encode encode

LLaVA-NeXT Video digests a set of [frames as a sequence of concatenated visual tokens, allowing
unified view of image and video input.



LLaVA-NeXT Video

Takeaway message 2: Direct Preference Optimization (DPO) from Al Feedback Direct Preference Optimization from
Al Feedback allows an LMM to reduce hallucination and follow the instructions better.

User: Please provide a detailed description of the video, focusing on the main subjects, their actions, the background scenes, and the temporal
transitions.

\“

We illustrate two examples to
demonstrate the superiority of DPO.
Texts of interest are highlighted in blue,
LLaVA-NeXT-Video-DPO while parts that might contain

The video depicts a dynamic and surreal scene where the action of surfing is juxtaposed with an indoor setting. In the foreground, there are two surfers riding waves, one slightly h I | . . k d . d
ahead of the other, maintaining their balance on surfboards. The surfer in the foreground is skillfully navigating the crest of a wave, while the one behind is positioned on the face of a U C I n at I O n S a re I I I a r e I n re
the wave, both displaying athletic postures typical of surfing. The waves are large and crashing, with the wave in the background creating a dramatic arc that suggests motion and

power.

The background is an opulent interior space with high vaulted ceilings, ornate detailing, and classical architecture, including arches and what appears to be marble or stone work.
The lighting is warm, with a golden hue that contrasts with the cool tones of the water. The architecture suggests a grand hall or a space designed for public gatherings or
performances, possibly inspired by classical or neoclassical styles.

The temporal transition in the video is interesting as it captures a moment of action (the surfers riding the wave) within a stationary, non-moving environment (the interior space).
This creates a surreal effect, blending the dynamic motion of the ocean with the static elegance of a building interior. The image is a blend of two disparate subjects—the
exhilarating sport of surfing and the serene grandeur of architectural design—into a single, captivating composition.

LLaVA-NeXT-Video

The video depicts a large wave crashing inside a building, with a surfer riding the wave. The surfer is positioned in the center of the frame, skillfully navigating the wave's crest. The
wave is massive, filling the majority of the space from the top to the bottom of the frame, with its white foam and water spray creating a dynamic and powerful visual effect. The
background of the scene is a grand hall with high ceilings and ornate architecture, featuring arches and columns that add a sense of grandeur to the setting. The lighting is dim,
with the focus on the surfer and the wave, casting shadows and highlighting the contours of the wave's movement. The camera captures the surfer from a low angle, emphasizing
the height of the wave and the surfer's skill in maintaining balance. As the wave begins to break, the surfer is seen riding it towards the right side of the frame, creating a sense of
motion and direction. The video transitions from a close-up of the surfer to a wider shot, showing the full scale of the wave and the grand hall. The sound of the crashing wave is
prominent, adding to the immersive experience. The video concludes with a shot of the surfer disappearing from view as the wave subsides, leaving the grand hall empty and still.



LLaVA-NeXT Video

Takeaway message 3: Our LLaVA-NeXT-Video 34B model achieves SOTA performance on the recently proposed,
most comprehensive diagnosis benchmark: Video-MME.

bt

Models | LLM | Short (%) Medium (%) Long (%) Overall (%)
| Params \ w/o subs w/subs w/osubs w/subs w/osubs w/subs w/osubs W/ subs
Open & Closed-source Image MLLMs
Qwen-VL-Chat [5] 7B 46.4 47.1 38.1 39.8 38.0 38.3 40.9 41.7
Qwen-VL-Max [5] - 56.5 58.3 49.9 49.8 49.0 46.9 51.8 51.7
InternVL-Chat-V1.5 [9] 20B 61.2 62.4 473 50.0 46.0 47.0 51.5 53.2
Open-source Video MLLMs
Video-LLaVA [28] 7B 45.9 47.1 38.1 40.2 373 39.6 40.4 42.3
VideoChat?2 [24] 7B 38.2 41.6 33.2 34.3 29.7 31.9 33.7 35.9
ST-LLM [33] 7B 47.0 499 36.9 42.2 31.8 373 38.6 432
Chat-UniVi-V1.5 [19] 7B 46.3 514 40.3 45.2 36.9 423 41.2 46.3
LLaVA-NeXT-Video [68] | 34B | 63.1 66.4 51.1 53.2 44.6 48.7 52.5 56.0
Closed-source MLI.Ms
GPT-4V [45] - 71.4 74.5 56.5 59.3 54.2 57.2 60.7 63.7
GPT-40 [46] - 77.1 77.5 62.1 63.0 59.2 56.7 66.2 65.8
Gemini 1.5 Pro [51] - 82.3 84.7 75.3 82.6 67.5 76.3 75.7 81.6

Info for LLaVA-NeXT Video:
1. Technical report: https://llava-vl.github.io/blog/2024-04-30-llava-next-video/
2. Model and code: https://github.com/LLaVA-VL/LLaVA-NeXT?tab=readme-ov-file



https://llava-vl.github.io/blog/2024-04-30-llava-next-video/

Neuro-Symbolic )
Assistant

(AI Assistant with Scene Graph

ANoPTIc S Jingkang Yang Bo Li Yuanhan Zhang

PANOPTIC SCENE GRAPH PANOPTlc VIDEO SCENE GRAPH

Panoptic Scene Graph Panoptic Video Scene Graph 4D Panoptic Scene Graph
[ECCV’22] [CVPR’23] [NeurlPS’23]

\
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Multi-modality Models

OTTER-HD

A High-Res Multi-
modality Model
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Embodied
Al Assistant

\_ LLaVA-NeXT Unsolvable Problem Detection Octopus




LMMs-Eval

Holistic Evaluation of LMMs
1. Standardized process of evaluation for (easily) reproducible results.
2. Holistic evaluation to reflect model performance across 20-30 benchmarks.

Integration to LMMs Development Life Cycle

1. Efficient evaluation during development (100+ of production checkpoints)
2. Easy (<10 minutes) integration of new (updated) datasets/models.

3. Analysis tools for developers to aware of drawbacks of current models.



Comprehensive Benchmarks Evaluation Guides Al

Holistic evaluation is necessary

o More evaluations from different dimensions could better reflect model’s overall performance.

s = S s 2 S - &8 & 3 =

= =) S = z =) = < s = £ e = = g 2

< Z Z = < E purt

Method  FT  Shot §' z S g % £ é E 5 :dg > e o S 2 3

o 8 > = ] S > Q s z % E 03 g

S > O 2 < > 2 B = 3 &% 5 E 2 3 5
= as)

B4 14 124 B8 58] [135] (143 [79] 851 [85]

Sﬁoél:o% X 433 382 322 352 : 192 122 394 116 66.1 40.7

(x) (16) 4) 0 (0) 0) (0) (0) (V)] (0) (V)]

X 0 412 492 730 275 401 289 606 110 327 558 396 461 301 213 537 584

Flamingo3B X 4 433 532 850 330 500 340 720 149 357 646 413 473 327 24 536 -

X 32 459 571 990 426 592 455 712 256 377 767 416 473 306 261 563 -

X 0 447 518 794 302 395 288 615 137 352 550 41.8 480 318 230 570 579

Flamingo9B X 4 493 563 931 362 517 349 726 182 377 708 428 504 336 247 627 -

X 32 510 604 1063 472 574 440 728 294 407 713 412 504 326 284 635 -

X 0 506 563 843 356 467 316 672 174 407 60.1 397 520 350 267 464 608

Flaminge X 4 574 631 1032 417 S60 396 751 239 441 745 424 556 365 308 686 -
X 32 518 616 1138 523 651 498 754 310 453 868 422 556 379 335 700
— 544 802 1433 479 763 572 614 468 354 1387 367 752 547 252 791
FT SOTA v [34] [140] [124] [28] [153] [65] [150] [51] [135] [132] [128] [79] [137] [129] [62]
(X) (10K) (444K) (S00K) (27K) (SO0K) (20K) (30K) (130K) (6K) (10K) (46K) (123K) (20K) (38K) (9K)

Table 1: Comparison to the state of the art. A single Flamingo model reaches the state of the art
on a wide array of image (I) and video (V) understanding tasks with few-shot learning, significantly
outperforming previous best zero- and few-shot methods with as few as four examples. More
importantly, using only 32 examples and without adapting any model weights, Flamingo outperforms
the current best methods — fine-tuned on thousands of annotated examples — on seven tasks. Best

few-shot numbers are in bold, best numbers overall are underlined.

Flamingo model was (at 2022) a
state-of-the-art multimodal model on
multiple datasets across image and
video modalities.



Comprehensive Benchmarks Evaluation Guides Al

Standardized and reproducible evaluation is necessary

MMMU MathVista

MMBench RealWorldQA

MME Al2D

VQAV2 COCO Caps

ActivityNetQA EgoSchema

Previously, developers collect and evaluate on each task.
Non-standardized tasks make reproducibility and comparison with prior work expensive
(and sometimes impossible)



Comprehensive Benchmarks Evaluation Guides Al

Benchmarks emerge fast. Everyday, we have new benchmarks.

MMMU MathVista

MMBench RealWorldQA
MME AlI2D

VQAvV2 COCO Caps

: ActivityNetQA EgoSchema

Previously, developers collect and evaluate on each

task.

Non-standardized tasks make reproducibility and

comparison with prior work expensive

(and sometimes impossible)

p

Al2D

MME Model Reponse

Evaluation Toolkit
MMMU
Metric Results

[ VQAV2 ] [ Your Models ] 9
;hoose ATask Choose/Design Obtain Results
(image/video) Your Model

We wish to have a unified evaluation toolkit
that defines the interface for multimodal
tasks and models.



LMMs-Eval is an efficient, standardized and reproducible evaluation framework

for accelerating the development for large-scale multimodal models

T

o

o oA oo CIDEr

COC02017 MME MMBench
Caps
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LMMs-Eval: Unified interface for multimodal tasks and models.

[ batch_gpt4.py

activitynetqa llava-bench-coco nextqa stvga .
| [ minicpm_v.py
aizd llava-in-the-wild nocaps synthdog [ claude.py
chartga .
. b h tempcompass
llava_wilder ocrbenc 0 from_log.py [ mplug_owl_video.py
emmmu . textcaps
longvideobench ok_vqga D
coco_cap fuyu.py i3v.
mathverse olympiadbench textvaa D ph|3V Py
conbench t D gemini_api.py
. perceptiontest vatex —apl.
curr mathvista y D qwen_vl.py
mmbench pope ver [ gptdv.py
docvqa
ideo_detail_description H
gbench vi wen_vl_api.
egoschema mme . D idefics2.py D q ~Vvi_apiL.py
e I realworldga videochatgpt
erre
videomme [ instructblip.py D reka.py
flickr30k mmupd refcoco+
vizwiz_vga .
refcoco [9 internvl.py .
gaa mmvet [ video_chatgpt.py
vgav2
; refcocog .
hallusion_bench multidocvga D Ilama_wd.py
iconga scienceqa websre D video_llava.py
multilingual-llava-bench-in-tfF worldga D llava.py
ii_bench screenspot
nextqa
nfovaa dbonct youcook2 [ llava_hfpy [ xcomposer2_4KHD.py
(a) Tasks (b) Models

LMMs-Eval integrates 50+ image tasks, 10+ video tasks and ~10 state-of-the-art level LMM models.
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FunQA

4.3K Video Clips
312K Free-Text QA Pairs
34.2 average answer word length

HumorQA
1,769 Video Clips
142.1K Free-Text QA Pairs
28.2 average answer word length

§A -

In what period the magic took place?
The magic moment is from frame 71 to 119.

Can you describe the magical segment of this video?
The man reached out his hand, took one of the clouds from the sky, and
put it into his mouth.

How can you tell that the video showcases magic?
What's commonsense-violating is that, people standing on the ground
can't touch the clouds, so the clouds can't be taken down by the man.

What method do you think the magician used to accomplish the
magic trick?
The magician used video editing technology to combine a video of
reaching for the cloud with a video of eating a marshmallow to create the
magic effect.



FunQA HumorQA CreativeQA MagicQA
4.3K Video Clips 1,769 Video Clips 927 Video Clips 1,672 Video Clips
312K Free-Text QA Pairs 142.1K Free-Text QA Pairs 78.7K Free-Text QA Pairs 92.1K Free-Text QA Pairs
34.2 average answer word length 28.2 average answer word length 59.1 average answer word length 22.7 average answer word length

In what period the creative took place?
The creative moment is from frame 71 to 1800.

Can you describe the content of this video?

A group of swimmers appears to jump into the water for a
swimming competition. However, these swimmers, rather
than jump into the water, run to a board in front of them. In
the board there are five lanes of water looks like swimming
lanes. Each lane has a floating swimmer toy to represent the
swimmer. The swimmers need to drink the water. The faster
they drink, the faster the floating toy approaching to the
finish line.

Can you explain why the video is creative?




FunQA: Surprising Video Understanding

Counter-intuitive

Timestamp
Localization Task

Counter-intuitiveness
Reasoning Task

HumorQA:
1.8K videos, avg. 7s
141.3K QA pairs

CreativeQA:
0.9K videos, avg. 48s
78.7K QA pairs

MagicQA:
1.6K videos, avg. 10s
91.9K QA pairs



FunQA: Surprising Video Understanding
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H2: Describe the comedic scene in the video

The comedic scenes depict a man acting as a One person was multitasking by eating while
messenger, pretending to have a seizure and falling using their phone, and another person

to the ground, and a man pretending his face is on accidentally flicked ketchup onto their face.
fire while trying to eat a French fry.

H3: Can you explain why the content is humorous?

The video' s humorous elements include the man's The most amusing aspect of the video is that the
over-the-top reaction to eating the fries, his attempts man had barely started his meal when he had to
to eat the fry with his mouth open, and the rush to answer the phone. He had to hold the
messenger's role-playing as a seizing man. burger in one hand and use the other to drag
. himself away, which was quite humorous. x
Otter (Trained on Dense Caption) 14

Otter (trained on FunQA)
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HumorQA CreativeQA MagicQA
H1 H2 H3 H4 Cl Cc2 C3 C4 C5 M1 M2 M3
- Caption-based Model
PLUG [47] 1.5/164/1.0 1.1/125/04 0.6/7.5/0.1 04/134/0.0 0.7/12.6/0.1 0.3/3.2/0.0 1.2/158/05 09/89/04
m - -
19.9/16.0 25.7/18.1 22.1/17.3 14.9/24.3 24.2/9.0 20.8/13.7 19.7/16.9 21.2/8.8
0.5/12.8/0.2 1.1/7.7/0.7 0.0/64/0.0 03/15/0.2 02/11.2/0.1
GIT (L.M.) [52] - - - - -
22.4/22.0 17.0/26.8 144/5.0 7.1/25.2 194 /12.7
1.2/16.9/0.6 1.0/8.8/0.7 0.1/8.3/0.0 05/2.8/04 0.6/13.7/0.1
GIT (L.V.) [52] - - - - i
33.3/31.5 25.9/33.2 20.5/5.0 10.5/23.3 29.8/21.4
- Instruction-based Model
i 0.5/13.7/0.0 0.5/13.5/0.0 0.8/5.1/0.5 03/75/00 03/77/00 0.2/12/0.2 0.6/155/0.0 03/9.2/0.0
VideoChat [35] - - 67.5
44.0/37.9 45.4/31.9 20.2/61.7 21.7/10.9 22.8/27.7 7.3/51.1 47.4/14.2 43.1/24.6
) 0.5/14.0/0.1 0.7/124/0.1 04/3.2/0.2 1.1/19.8/0.2 0.8/17.3/0.1 02/19/0.2 0.7/20.8/0.0 0.5/11.3/0.0
Video-ChatGPT [36] - - 85.4 -
39.9/20.7 40.1/33.0 18.6/47.5 45.8/19.1 45.2/30.1 18.8/44.5 50.0/11.8 43.3/29.2
1.1/143/04 12/142/04 05/54/0.1 05/13.8/0.1 1.0/168/0.2 0.3/23/0.1 1.0/15.0/03 1.1/12.8/0.2
Otter (D.C.) [34] - - 45.0 -
30.2/9.8 32.3/13.9 21.7/13.3 28.7/11.0 32.9/10.6 17.7/4.2 325/14.4 27.3/13.7
1.5/18.1/09 1.3/154/0.5 0.8/59/0.5 1.5/19.6/0.5 2.2/21.2/0.5 0.3/43/0.3 2.6/23.8/1.6 3.4/20.3/2.6
Otter (FunQA) [34] - - 69.4 -

384/12.2 42.6/21.0 24.5720.0 40.0/11.9 41.1/21.1 21.7/23.9 4477184 44.5/19.8

Otter gains significant improvement after training on FUnQA training set,
but the FUunQA benchmark is still very challenging.



WorldQA

Are you ready to answer some questions for the video?

WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning



WorldQA

(a) Multimodal Video Input
SEEEEEES ll;llllll SEssESE EES

K

p t=10s e
SSSSEES S EEEEEE BEES

o] Sound (from radio): “hello guys at the il Sound: door open Sound: door open
' Thursday morning” " and door close : and door close

(b) Long Reasoning Chain
Question Hop-1 Hop-2 Hop-3 Answer

Wh did th r \
= 4 The lady was absent The lady takes suit The lady maybe well-

lad o when :
shey wgs absent from 8:25 to 18:07, on @D 1< fore she leaves the @D dressed for work during

The lady
went to work.

: the working hours.
from the video? Uil room: =
(c) World Knowledge
| Wearing a suit Pdoble Suit’ is [
The  working before opening il suitable - in Blind people
] might bite

hour in one day the door means ighrs the — formal usually use

is .usua,IIy 9:00- | PNIPREN | someone is Multimodal SEaa ogcasions note to . Social

17:00. et Planning to go e Feelbarin = like communicate. |

Norm S i Association & LY professions. Interaction

1. To determine where the lady went when she was absent from the video, we rely on
visual cues, auditory hints, and the application of world knowledge. This forms a
reasoning chain to deduce the answer.

2. WorldQA comprises 1007 question-answer pairs and 303 videos, spanning five types of
world knowledge. On average, the reasoning chain consists of 4.45 steps.

Table 1. Dataset comparisons. Reason. stands for reasoning. Avg.
stands for average. Q/A stands for question and answer.

Dataset Multi  World Avg. reason. Avg. length

modal?knowledge? steps (Q/A)
MSVD-QA [37] 1.40 6.6/1.0
TGIF-QA [15] 1.71 8.7/2.1
TVQA [16] 1.91 13.4/5.3
ActivityNet-QA [40] 1.62 8.7/1.2
NExT-QA [35] 1.31 11.6/2.9
Social-1Q [47] 1.98 11.7/11.4
WorldQA 4.45 14.2/24.3

1. The questions in WorldQA require a complex reasoning process, which is
evident in the answer lengths: while answers in other VideoQA datasets
average below five words, those in WorldQA average 24.3 words.

2. Toour knowledge, WorldQA is the first VideoQA dataset that incorporates
guestions necessitating world knowledge.v

WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning



WorldQA

(a) Open-ended QA to multi-choice QA

Knowledge types

----_--- I-.-‘--I

Question: Why is the man with blue
shorts and white shirts crouching
behind someone else?

Open ended Answer: He is preparing

t\iinr the football kick-off. Y,

~

Multi-choice options and
answer :

A. He is tying his shoelaces.
B. He is preparing for the
football kick-off.

C. He is playing a game of
hide and seek.

D. He is resting after along

run.

. S/

(b) Distribution of
world-knowledge types

Societal norm - 156
Tool use - 239
f
Self motive 212 2
. O
Social | 372
interation
Multimodal | 123
association
0 200 400
Count

(c) Distribution of
reasoning steps

23 45678 910
Reasoning steps

Table 2. Ewvaluation of Large Multimodal Models (LMMs),
Language Models (LLMs), and WorldRetriver in WorldQA.
We introduce two upperbounds for comparison: LLMs augmented
with huamn-annotated event descriptions, labeled as (Aug.) X,
and the human performance. The best model in each group is
highlighted in . while the overall top performer in all tasks is
marked in L Different types of inputs include: @ for Question, V
for Video, I for Image, and V; for Video Description. Langauge
maodel param. indicates the parameter of the language model.

Open Mulu

ended 7 | choice T

Large Multimodal Models { LMMs)-Video

Model (language model param.) | Inpul

FrozenBiLM (900M]) [40] o.v 8.21 0.32
Otter-Video (TB) [17] oV 2422 6.11
VideoChat (7B [23] oV 2443 1.29
LLaMA-Aduapter (7B} [11] o.v 25.87 12.04
Video-LLaMA (TB) [48] o.v 26.80 4.81
Video-ChatGPT (7B) [15] o.v 28.51 13.25
mPLUG-Owl (TB) [44] a.v 31.89 0.75
GPT-4V(ision) (-) [42] oV 35.37 32.83
Large Multimodal Models (LMMs)-Tmage
Qwen-VL (7B) [4] o 24.04 12.30
LLaVA (7B} [1Y] od 31.31 0.30

Large Language Models (LLMs)

Vicuna (7B} [4Y] o 22.44 000

ChatGPT (20B) [24] o 2424 0.00

GPT-4 (-1 [24] o 28.73 0.00
LLM Agemt

Ours (ChatGPT as LLM) (20B) | Qv | 3638 | 3659

Upper Bound with Human Transcription

(Aug.) Vieuna (7TB) o, Ve | 3871 23.90

{Aug.) ChatGPT (20B) Q. V| 46.50 46.06

(Aug.) GPT-4 (-} Q. V| 4846 56.06
Human-Level Performance

Human | v | 7243 | 8879

WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning



(a) Absent Answer
Detection (AAD)
What color is
the car?
A. Green
B. Red
C. Blue
m { | choose C.
LLaVA1.5
None of the above! }%
EEEE———
e Celebrit mmmm AAD
T ;: o "::::*:ﬁ*g,,m B Standard
Scene Localization
mﬂ Attribute

Recognition

Image | "" Action
Topic | | Recognition
|
Future | | Attribute
Prediction | | Comparisen
Structuralized /' Nature
Emage-text ;
Understanding e
Physical Property Physical
s Relation

Unsolvable Problem Detection
Evaluating Trustworthiness of Vision Language Models

(b) Incompatible Answer
Set Detection (IASD)

What color is
the car?

A. Right angle
B. Acute angle
C. Obtuse angle

| choose B.

=N

LLaVA1.5

None of the above! The &
answer set is irrelevant!
O

= |ASD

Lotk mmmm Standard

0O
Style e Recognition

Image Ohject

Scene Localization

Rmiage Attribute
Emotion . Recognition
0
Image | | Action
Topic | | Recognition
|
Future | | Attribute
Prediction| | Comparison
Structuralized
Nature
Image-text
Understanding Relation
Physical Property Physical
. . Relation

Reasoning ¥ = S Sodal
Reasoning entily  Relation
Reasoning

(c) Incompatible Visual
Question Detection (IVQD)

4 _ . Whatcoloris
¢ o"’( ~ | thecar?
{.}-“ "\g A. Green
_k'. B. Red
R C. Blue
m { | choose A,
LLaVAL5

Cannot answer! Image and ®
question are mismatched! 5
D

IVQD accuracy is 0.

- = VQD
o Celebri
e o Rm_‘.‘l’h_ = Standard
Piy:ull’rnpeny Object
easaning Localization
80
60 \
F x Attribute
Reasoning fcopniton
5 Action
Relation Roorpaiion
Physical Attribute
Relation Nature Comparison
Relation



Unsolvable Problem Detection
Evaluating Trustworthiness of Vision Language Models

Dual Accuracy (AAD) Dual Accuracy (IASD) Dual Accuracy (IVQD)
L L") & == 1. LLaVA-Next-34 53.2 L L") i == ]. GPT-4V 61.2 =1 GPT-4V 62.4
e “ == 2 GPT-4V 49.0 i z % -2, I.LaVl_\-.r‘lext-34 56.7 == 2. LLaVA-Next-34 53.4
2 == 3, Gemini-Pro 25,7 L7 == 3 Gemini-Pro 322 == 3, [LaVA-Next-13 29.8
#15 #5 w4, |laVA-Next-13 18.3 #15 #5 wm 4, [LaVA-Next-13 31.4 == 4, Qwen-VL-Chat 21.6
#14 # wmS5 Qwen-VL-Chat 17.8 #14 #6 wm 5. Qwen-VL-Chat 243 == 5. Gemini-Pro 18.8
#13 # =m 6, LLaVA-1.5-13 0.6 #13 # ™= 6. LLaVA-1.5-13 7.0 == 6. LLaVA-1.5-13 0.0
#12 # == 7. CogVLM 0.5 #12 # =7 CogVLM 0.5 == 7, CogVLM 0.0
#11 310 #9 #1410 #9
LLaVA-1.5-13B CogVLM-17B Qwen-VL-Chat Gemini-Pro LLaVA-Next-13B  LLaVA-Next-34B GPT4-Vision
#1 #1
mm #1 " ﬁi\:’,l 0 7#18 #l 418 p ”m fl #2 ; “7013 —1,2 =
#16 JL- # w6 [ IR TR , #6 =" # mﬁ]\:’ 4
AAD ,9 #5 g5 L l@ # 815 L ’\cs #15 ¢ A5 s sl S LeElus
#14 E #6 514 78 46 #14 4 6 #14 IVX SX 6 a4 ; 6
— AAD #13 #7413 2 #1413 / #7 #13 #1 ¥ #13 #
2 #8 2 S #8 #8 2 2 2 #8
St SaRT #n”“ S #17”” A #8 n’“l“o - #12 “I = w) ﬂ"“I 5 am“l = “’011 =
LLaVA-1.5-13B CogVLM-17B Qwen-VL-Chat Gemini-Pro LLaVA-Next-13B  LLaVA-Next-34B GPT4-Vision
#1 #1 #1 #1 #1
ms #2 o “7128\ # o m#ni\/’oz - “7m #2 “ #18 #1 g “781?\ frz
# #16] ’7 #4 #16 /” ] m,
IASD s & ssas| L == ns! Lk #5 415 ( } #5
)ﬁ #6 414 '\\( # 414 iﬁl ) #6 wia j p
#13 #  #13 \ ¥ a3 #7 #n
= IASD P #8 2 ) N X 3 NS as 3 N
= Standard “'m 410 49 Ty #10 #9 “2“1 410 #9 i m #10 m) mm 210 #9 “'m #10 #9 ““#l! #10 #9
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#17 7 -2 p a1 g e NPty 17 ".'_A,\n
l \u’;’ #3 g #12 '\r‘ ¥ 812 \ \/lg ,,l, \‘ é
IVQD \ S Ndr ] i
#11 4 g 4 ¥4 #11 & #4 #11 #4 #11 #4 1 #4
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#1: OCR #2: Celebrity Recognition #3: Object Localization #4: Attribute Recognition #5: Action Recognition #6: Attribute Comparison
#7: Nature Relation #8: Physical Relation #9: Social Relation #10: Identity Reasoning #11: Function Reasoning #12: Physical Property Reasoning
#13: Structuralized Image-text Understanding #14: Future Prediction #15: Image Topic #16: Image Emotion #17: Image Scene #18: Image Style
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x moveBot (cup_id) g Tr] K walkTo(car_id)
I: .
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Octopus: Embodied Vision-Language Programmer from Environmental Feedback
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