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AI Assistant with Scene Graph

2D Image 2D Video 3D video

[ECCV’22] Panoptic Scene Graph [CVPR’23] Panoptic Video Scene Graph [NeurIPS’23] 4D Panoptic Scene Graph



Beyond Object Recognition

Q: What is in the image?

Q: What happened in the 
image?



Beyond Object Recognition

Q: What is in the image?
A: 2 x person, 2 x bench, 
tree, and pavement

Q: What happened in the 
image?



Beyond Object Recognition

Q: What is in the image?
A: 2 x person, 2 x bench, 
tree, and pavement

Q: What happened in the 
image?



Q: What happened in the image?

A woman and a man touching 
and looking at each other. The 
woman is sitting on the bench 
on the left, and the man is 
sitting on the right bench. They 
are in front of many trees.



Q: What happened in the image?

Scene Graph



Using scene graph:

Q: What happened in the image?
Q: Where is the man sitting on?

Add some commonsense:
Q: What are the man and the 
woman doing?
Q: What is the relation between 
the man and the woman?

Beyond Object Recognition



PSG: Panoptic Scene Graph

Input: 
 An image with complex scene

Output: 
A scene graph
with panoptic segments

J Yang, et al. Panoptic Scene Graph Generation, ECCV 2022



+ Accurate Grounding   + Proper Class Granularity    + Able to involve Background

Scene Graph

Panoptic Segments

Bounding Box Groundings
Scene Graph

Classic
Scene Graph Generation 

Output

PSG
Our Panoptic 

Scene Graph Generation

PSG: Panoptic Scene Graph



J Yang, et al. Panoptic Scene Graph Generation, ECCV 2022

- 49K images
- 133 object classes (80 objects and 53 stuff)
- COCO + VG
- 56 predicate classes. 
- Careful Predicate Design and Annotate

http://psgdataset.org/explore.html

PSG Dataset



Image

Panoptic FPN

Object Features

Relation FeaturesFeature Map

(b) Stage-2: Scene Graph Prediction(a) Stage-1: Segment Feature Extractor
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Two Stage Methods

+ Fast, Simple, Easy to use
+ Support Classic Methods
-  Heavily Rely on Detectors



One Stage Method (PSGTR)

Triplet Queries 

Image

Feature Map
Backbone

Transformer Encoder

Positional 

Encoding
+ …

…

Triplet Decoder

Subject Class Prediction

FFN

& 

Panoptic 

Head

Subject Mask Prediction

Predicate Class Prediction

Object Class Prediction

Object Mask Prediction

Subject

Object

(c) SG Prediction Head(b) Transformer Block(a) Input

+ Focus on Vision
+ Direct Training
-  Need Long Time to Learn
-  Conflict with PanSeg



One Stage Method (PSGFormer)

Object Queries 

Relation Queries 

Image

Feature Map
Backbone

Object Class Predictions 

(d) Prediction

Predicate Class Predictions 

Triplets

Object Mask Predictions Object Mask Predictions 

(c) Query Matching Block

Transformer Encoder

Positional 

Encoding
+ …

…

(b) Query Learning Block

Object Decoder

Relation Decoder

Object Class Predictions 

Object Queries 

(a) Input

Object Representations 

Subject Representations 

Predicate Class Predictions

Relation Queries
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Subject

Selector
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Object Selector
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+ Explicit Relation Model
+ Fun Query Matching
+ Quick Converge
-  Larger model



PSG: Panoptic Scene Graph

Q: Who is wearing a fancy 
bag in the photo?

Q: Where is the man with 
fancy bag standing?



PSG + Video = PVSG



Dynamic Scene Graph

PVSG - Panoptic Video Scene Graph Generation
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PVSG Dataset
A long-video, multiple perspectives, dense annotated, 
long-term dependent VidSGG dataset 

VidOR

(289)

Ego4D

(56)
EPIC-

KITCHENS

(55)

Birthday

(62)

Sports

(66)

Parenting

(73)

(35)

Ceremony Pet

(57)
Housework

(35)

Kitchen

(72)

(b) The histogram of the relation categories, grouped by parent classes.

(a)Video Source & Types

position

object relation
general actions

human actions

background

541 212 319 151

(c) The histogram of the object categories, grouped by parent classes.
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others
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400 videos, 9 hours
77s long in average
3rd + egocentric
150K Panoptic Seg.
Dynamic Scene Graph
Dense Captioning
Commonsense QAThird-Person View

Ego View



PVSG Dataset

At Frame 0035: Q: Why did the little boy (child-1) 
give the gift (gift-1) to the woman (adult-1)? 
A: It might be a gift exchange moment, and the 
gift is for the woman (adult-1).

0000-0018: The little boy (child-1) passed 
through the television (tv-1) to pick up a gift 
(gift-1). 

0018-0045: The little boy (child-1) handed 
the gift (gift-1) to a woman (adult-1), who 
appears to be his mother (adult-1). 

The scene depicts the boy receiving, giving, 
and unwrapping gifts on the holiday.

Video Description

Dense Description

Dense QA



PVSG Dataset (Egocentric)

EpicKitchen (55 videos) Ego4D (56 videos)

Towards Comprehensive Egocentric Video Scene Understanding 





Model



Demo Results



PSG + Video + 3D = PSG4D



PSG4D: AI Assistant in 4D world



PSG4D Dataset
Source: Grand Theft Auto V
67 videos (avg. 84s) 
28K RGB-D images
35 object classes, 43 relations

Source: HOI-4D
2973 videos (avg. 20s), Egocentric
891K RGB-D images
46 object classes, 15 relations



PSG4D Pipeline



PSG4D Real-World Application

person-1 drinking from bottle-1

person-1 throwing bottle-1

bottle-1 on ground

(a) The RGB-D sequence that is captured by the robot.

(b) PSG-4D Parsing 

(d) Robot Reaction

(c) Reasoning & Planning

PSG4D

14.2s – 17.6s 

20.0s – 30.0s 

18.8s – 20.0s 

I am a service robot, In the past 
30s, what I captured is: [ ]. Is 
there anything I could serve?

1. Cleanup: …; 
2. Reminder: …

Don‘t litter!

+ Collecting SG with 
        Real World Assistant

+ Providing LLM with
        Eyes (Scene Graph)

? Can we directly feed 
      LLM with Images?

 → Towards VLM



AI Assistant with SG

2D Image 2D Video 3D video

[ECCV’22] Panoptic Scene Graph [CVPR’23] Panoptic Video Scene Graph [NeurIPS’23] 4D Panoptic Scene Graph

Multimodal input -> Scene Graph -> LLM Prompts 
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The pathway: From Language Models 
to Language Assistant

GPT-2 GPT-3 ChatGPTGPT-3.5

BERT Open AssistantVicuna/Flan-T5LLaMA/T5

Industrial

Open-source

Zero-shot learning
In-context learning

Zero-shot learning
In-context learning
Instruct following

Zero-shot learning
In-context learning
Instruct following
Human alignment

Zero-shot
learning



The pathway: From Multi-modal Models to 
Multi-modal Assistants

Industrial

Open-source

Flamingo

OpenFlamingoOpenCLIP

Zero-shot learning
In-context learning

Zero-shot learning

CLIP



The pathway: From Multi-modal Models to 
Multi-modal Assistants

Industrial

Open-source

Flamingo

OpenFlamingoOpenCLIP

Zero-shot learning
In-context learning

Zero-shot learning

CLIP

Otter



Flamingo: a Visual Language Model for Few-Shot Learning

Alayrac et. al. Flamingo: a visual language model for few-shot learning. 2022 



Flamingo≠ Multi-modal Assistants

Question: What is the danger of this sport?

OpenFlamingo*: What is the danger of
playing baseball? What is the danger of
this sport? What might be the danger of
this sports?

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot.

OpenFlamingo simply completes 
the next reasonable sentence.

*OpenFlamingo is the open-source version of Flamingo, enabling community research with a strong interleaved data pretrained model



Flamingo≠ Multi-modal Assistants

Question: What is the danger of this sport?

Human Expected: The sport involves players 
running and trying to catch the ball while 
others are standing in the grass, which can 
lead to collisions or accidents.

Flaming (trained in the SSL manner) are not aligned with user intent and
serve as a Chatbot.



MMC4: Image-text interleaved data for
OpenFlamingo Pretraining

Diverse and large-scale, but lack of Instruct-following scenario

Zhu et. al. Multimodal C4: An open, billion-scale corpus of images interleaved with text. 2023



From interleaved data pretraining to multi-
modal In-context instruction tuning

OpenFlamingo OtterMIMIC-IT
(Multi-Modal In-Context
Instruction Tuning)

Open the 
memory 
card 
cover…

Paris has a 
reputation 
for being…

Bryant and 
the Lakers 
encountered 
difficultie

s.

you'll have 
tender, juicy, 

flavourful chicken 
thighs

MMC4
(interleaved pretraining)



From interleaved data pretraining to multi-
modal In-context instruction tuning

 Otter enhances OpenFlamingo’s capabilities, including:

• Instruction following: aligning with user intent

• Stronger in-context learning ability.

• Fine-grained understanding: spot the difference between images.

• Vision reasoning and even planning: It can write story for a 

series of images and even suggestion how to clean your room from 

your room tour video.



Otter: A Multi-Modal In-context Instruction Tuned Model

<image>User: What is the reason for the dog's current 
expression and outfit?
GPT:<answer> The dog's expression can be a result of 
excitement or a response to the outfit and its surroundings. 
<image>User: Why teddy bear ornament on the Christmas tree?
GPT:<answer> xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Perceiver
Resampler

N-th LLM Block

N-th Gated Cross-Attn

1st LLM Block

1st Gated Cross-Attn

M
o

d
ified

LLaM
A

M
o

d
el

These emotions are commonly associated with the 
holiday season and often evoke fond memories of 

childhood or the act of giving and receiving gifts.

V
is

io
n

En
co

d
e

r

Visual Input



MIMIC-IT Dataset



MIMIC-IT Dataset



Otter’s Capacities Preview

Instruction:
What’s
written on
this image?
Otter: pepsi,
is pepsi okay?

Instruction:
What’s
written on
this image?
Otter: SUBWAY,
eat fresh.

Instruction:

What’s written on this image?

(wo/ICE) Otter: “Think Different” 

is written on this image.

(w/ICE) Otter: Think Different

Learning with In-context Examples

Understanding Videos (trained on MIMIC-IT-DC)

Instruction: Hey Otter, do you think it looks cool?

Otter: Yes, I do think it is cool that the man is playing video games while wearing a head-
mounted display.



Otter’s Benchmark Performance
MMBench
• Category

• Perception (1860 Questions)
• Reasoning (1114 Questions)

• Example Question

• Eval Method
• Multiple-Choice with GPT-4 as Judge.
• Circular Evaluation

• Otter’s Performance (Test set)
• 48.3 – 55.9 %

• Analysis
• Formatting is important.
• Padding with in-context examples to

enable model’s better formatting.

Liu, Yuan, et al. "MMBench: Is Your Multi-modal Model an All-around Player?." arXiv preprint arXiv:2307.06281 (2023).





- Multimodal model fine-tuned from Fuyu

- Fine-grained interpretation of high-resolution 
visual input

- Eliminates the need for a vision encoder

- Supports flexible input sizes at test time

- Adaptable to diverse inference budgets



OtterHD

- Improved with FlashAttention-2 and other fused operators
    - Fused layernorm
    - Fused square ReLU
    - Fused rotary positional embedding

- Optimizing Fuyu-8B's HuggingFace implementation



MagnifierBench



OtterHD



LLaVA-NeXT

Stronger LLMs Supercharge 
Multimodal Capabilities in the Wild

- We expand current LLaVA-NeXT to 3x model size,
up to 72B and 110B model.

- We found that, under the same training strategy,
stronger LLM naturally brings stronger multimodal
performance.



LLaVA-NeXT

- LLaVA-NeXT reaches to GPT4-V
level multimodal performance.

- Our largest model, LLaVA-NeXT-
110B model only trained on
128-H800 for 18 hours.



LLaVA-NeXT



LLaVA-NeXT



LLaVA-NeXT

Please visit our demos to try more
https://llava-next.lmms-lab.com/ 

https://llava-next.lmms-lab.com/


LLaVA-NeXT Video

LLaVA-NeXT Video digests a set of image patches/frames as a sequence of concatenated visual tokens, allowing 
unified view of image and video input.

Takeaway message 1: A unified view of images and videos is important for leveraging high-quality image data in 
video understanding.



LLaVA-NeXT Video
Takeaway message 2: Direct Preference Optimization (DPO) from AI Feedback Direct Preference Optimization from 
AI Feedback allows an LMM to reduce hallucination and follow the instructions better.

We illustrate two examples to 
demonstrate the superiority of DPO. 
Texts of interest are highlighted in blue, 
while parts that might contain 
hallucinations are marked in red



LLaVA-NeXT Video
Takeaway message 3: Our LLaVA-NeXT-Video 34B model achieves SoTA performance on the recently proposed, 
most comprehensive diagnosis benchmark: Video-MME.

Info for LLaVA-NeXT Video:
1. Technical report: https://llava-vl.github.io/blog/2024-04-30-llava-next-video/
2. Model and code: https://github.com/LLaVA-VL/LLaVA-NeXT?tab=readme-ov-file

https://llava-vl.github.io/blog/2024-04-30-llava-next-video/
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LMMs-Eval
Holistic Evaluation of LMMs
1. Standardized process of evaluation for (easily) reproducible results.

2. Holistic evaluation to reflect model performance across 20-30 benchmarks.

Integration to LMMs Development Life Cycle
1. Efficient evaluation during development (100+ of production checkpoints)

2. Easy (<10 minutes) integration of new (updated) datasets/models.

3. Analysis tools for developers to aware of drawbacks of current models.



Comprehensive Benchmarks Evaluation Guides AI

Holistic evaluation is necessary

o More evaluations from different dimensions could better reflect model’s overall performance.

Flamingo model was (at 2022) a
state-of-the-art multimodal model on
multiple datasets across image and
video modalities.



Comprehensive Benchmarks Evaluation Guides AI

Standardized and reproducible evaluation is necessary

Previously, developers collect and evaluate on each task.
Non-standardized tasks make reproducibility and comparison with prior work expensive

(and sometimes impossible)

MMMU

MMBench

MME

VQAv2

MathVista

RealWorldQA

AI2D

COCO Caps

ActivityNetQA EgoSchema



Comprehensive Benchmarks Evaluation Guides AI

Benchmarks emerge fast. Everyday, we have new benchmarks.

Previously, developers collect and evaluate on each
task.
Non-standardized tasks make reproducibility and 
comparison with prior work expensive
(and sometimes impossible)

Evaluation Toolkit

AI2D

MME

MMMU

VQAv2

…

Choose A Task
(image/video)

Your Models

Choose/Design
Your Model

Obtain Results

Model Reponse

Metric Results

We wish to have a unified evaluation toolkit
that defines the interface for multimodal
tasks and models.

MMMU

MMBench

MME

VQAv2

MathVista

RealWorldQA

AI2D

COCO Caps

ActivityNetQA EgoSchema



LMMs-Eval is an efficient, standardized and reproducible evaluation framework

for accelerating the development for large-scale multimodal models



LMMs-Eval: Unified interface for multimodal tasks and models.

LMMs-Eval integrates 50+ image tasks, 10+ video tasks and ~10 state-of-the-art level LMM models.

(a) Tasks (b) Models



FunQA: Surprising Video Understanding



In what period the magic took place?
The magic moment is from frame 71 to 119.

Can you describe the magical segment of this video?
The man reached out his hand, took one of the clouds from the sky, and 
put it into his mouth.

How can you tell that the video showcases magic?
What's commonsense-violating is that, people standing on the ground 
can't touch the clouds, so the clouds can't be taken down by the man.

What method do you think the magician used to accomplish the 
magic trick?
The magician used video editing technology to combine a video of 
reaching for the cloud with a video of eating a marshmallow to create the 
magic effect.



In what period the creative took place?
The creative moment is from frame 71 to 1800.

Can you describe the content of this video?
A group of swimmers appears to jump into the water for a 
swimming competition. However, these swimmers, rather 
than jump into the water, run to a board in front of them. In 
the board there are five lanes of water looks like swimming 
lanes. Each lane has a floating swimmer toy to represent the 
swimmer. The swimmers need to drink the water. The faster 
they drink, the faster the floating toy approaching to the 
finish line.

Can you explain why the video is creative?
…



FunQA: Surprising Video Understanding

H1

I just shared you a hilarious TikTok video. 
Can you identify the most amusing part?

I just shared you a very creative video. 
Could you specify its creative segment?

I just shared you a magic video. Can you 
specify what period the magic take place?

Can you describe what happened during 
the entertaining segment of this video?

Can you describe what happened 
during the creative segment?

Why the segment is funny?

Please give this humorous short 
video a vivid and appropriate title.

Why do you think the video is creative?

Please give this video a title.

On a scale of 1 to 20, how would you 
rate the creativity of this video?

What happened during the magical 
segment in this video?

How can you tell that the video is 
extraordinary and showcases magic?

What method do you think the magician 
used to accomplish the magic trick?

H2

H3

H4

C1

C2

C3

C4

M1

M2

M3

M4

C5

HumorQA:
1.8K videos, avg. 7s
141.3K QA pairs

CreativeQA:
0.9K videos, avg. 48s
78.7K QA pairs

MagicQA:
1.6K videos, avg. 10s
91.9K QA pairs



FunQA: Surprising Video Understanding

The comedic scenes depict a man acting as a 
messenger, pretending to have a seizure and falling 
to the ground, and a man pretending his face is on 
fire while trying to eat a French fry.

The video' s humorous elements include the man's 
over-the-top reaction to eating the fries, his attempts 
to eat the fry with his mouth open, and the 
messenger's role-playing as a seizing man.

A man wearing a white shirt and eating fries is shown
with blood on his face. ... A man is seen holding a bottle
of ketchup and a friend sitting next to him is also shown
with ketchup on his face. ... Finally, the man with the
blood on his face is seen holding a syringe, ...VideoChat : Chat-Centr ic Video Understanding

KunChang Li⇤1,4, Yinan He⇤1, Yi Wang⇤†1, Yizhuo Li1,3, Wenhai Wang1

Ping Luo3, Yali Wang4,1, L imin Wang2,1, Yu Qiao1

1OpenGVLab, Shanghai AI Laboratory 2Nanjing University 3The University of Hong Kong
4Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences

https://github.com/OpenGVLab/Ask-Anything

Abstract

In this study, we initiate an exploration into video understanding by introducing
VideoChat, an end-to-end chat-centric video understanding system. It integrates
video foundation modelsand largelanguagemodelsviaa learnableneural interface,
excelling in spatiotemporal reasoning, event localization, and causal relationship
inference. To instructively tune this system, we propose a video-centric instruction
dataset, composed of thousands of videos matched with detailed descriptions and
conversations. This dataset emphasizes spatiotemporal reasoning and causal rela-
tionships, providing avaluableasset for training chat-centric video understanding
systems. Preliminary qualitativeexperiments reveal our system’s potential across
a broad spectrum of video applications and set the standard for future research.
Access our codeand data at https://github.com/OpenGVLab/Ask-Anything.

1 Introduction

Videos offer a remarkably close representation of how humans consistently perceive the visual world.
Intelligent video understanding iscrucial for various real-world applications, such ashuman-robot
interaction, autonomous driving, and intelligent surveillance, to name a few. However, current
paradigms in video understanding are limited by task-specific tuning of pre-trained video foundation
models, restricting ageneral spatiotemporal comprehension for client-level needs.

Vision-centric multimodal dialogue systems have recently emerged as an essential research area [14].
By utilizing apre-trained large language model (LLM), an image encoder, and additional learnable
modules, thesesystemscan deeply understand images(e.g., recognizing memesor jokes) and perform
image-related tasks through multi-round dialogues with user queries [25, 58, 52]. This revolutionizes
numerous applications, but existing systems have yet to formally addressvideo-centric tasks from a
data-centric perspectiveusing learning machines.

Existing video-centric multimodal dialogue systems 1 [16] transform video understanding into a
natural language processing (NLP) question-answering formulation by textualizing video content
using open-source vision classification/detection/caption models. Despite demonstrating decent
performance in short-term scenarios with clear objects and actions, converting videos into textual
descriptions inevitably results in visual information loss and over-simplification of spatiotemporal
complexities. Additionally, almost all utilized vision models struggle with spatiotemporal reasoning,
event localization, and causal relationship inference within videos.

To tackle these challenges, we introduce a groundbreaking chat-centric video understanding system
that leverages state-of-the-art techniques from both video and language domains. Our approach

* Equal contribution. †Project lead
1https://github.com/OpenGVLab/Ask-Anything
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VideoChat �
Otter Video-ChatGPT

While eating a burger, a person's right hand
is occupied, resulting in their left hand
grabbing a pack of tissues to blow their nose.
They then place the tissue in their mouth.

The video shows two men sitting on a couch, eating
french fries and drinking soda...They are both wearing
sunglasses and have their mouths open. The video also
shows a close-up of a fry and a bite of a fry. ...

The person standing nearby struggles to open the bottle
of tomato sauce and, in a moment of frustration, they
inadvertently fling the bottle, causing the tomato sauce
to spill all over a man's body and face. �

Otter

The video is hilarious because the person's
left hand is soaking in water while the right
hand is frozen, resulting in bizarre
movements.

The humor in the video comes from the exaggerated
and funny way the two men are eating french fries and
drinking soda. ... Their mouths open while eating and
drinking also contributes to the comedic effect, …

Syrup and Syringes: A Chaotic Dining Experience

�Otter

People eating and drinking in a fast-food
restaurant.

Two Men Eating Fries and Drinking Soda in a Funny
Manner.

H2: Describe the comedic scene depicted in the video.

H3: What aspects contribute to the video's humor?

H4: Give a suitable title for the video.

VideoChat : Chat-Centr ic Video Understanding

KunChang Li⇤1,4, Yinan He⇤1, Yi Wang⇤†1, Yizhuo Li1,3, Wenhai Wang1

Ping Luo3, Yali Wang4,1, L imin Wang2,1, Yu Qiao1
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Abstract

In this study, we initiate an exploration into video understanding by introducing
VideoChat, an end-to-end chat-centric video understanding system. It integrates
video foundation modelsand largelanguagemodelsviaa learnableneural interface,
excelling in spatiotemporal reasoning, event localization, and causal relationship
inference. To instructively tune this system, we propose a video-centric instruction
dataset, composed of thousands of videos matched with detailed descriptions and
conversations. This dataset emphasizes spatiotemporal reasoning and causal rela-
tionships, providing avaluableasset for training chat-centric video understanding
systems. Preliminary qualitativeexperiments reveal our system’s potential across
a broad spectrum of video applications and set the standard for future research.
Access our code and data at https://github.com/OpenGVLab/Ask-Anything.

1 Introduction

Videos offer a remarkably close representation of how humans consistently perceive the visual world.
Intelligent video understanding iscrucial for various real-world applications, such ashuman-robot
interaction, autonomous driving, and intelligent surveillance, to name a few. However, current
paradigms in video understanding are limited by task-specific tuning of pre-trained video foundation
models, restricting ageneral spatiotemporal comprehension for client-level needs.

Vision-centric multimodal dialogue systems have recently emerged as an essential research area [14].
By utilizing apre-trained large language model (LLM), an image encoder, and additional learnable
modules, thesesystemscan deeply understand images(e.g., recognizing memesor jokes) and perform
image-related tasks through multi-round dialogues with user queries [25, 58, 52]. This revolutionizes
numerous applications, but existing systems haveyet to formally address video-centric tasks from a
data-centric perspectiveusing learning machines.

Existing video-centric multimodal dialogue systems 1 [16] transform video understanding into a
natural language processing (NLP) question-answering formulation by textualizing video content
using open-source vision classification/detection/caption models. Despite demonstrating decent
performance in short-term scenarios with clear objects and actions, converting videos into textual
descriptions inevitably results in visual information loss and over-simplification of spatiotemporal
complexities. Additionally, almost all utilized vision models struggle with spatiotemporal reasoning,
event localization, and causal relationship inference within videos.

To tackle these challenges, we introduce a groundbreaking chat-centric video understanding system
that leverages state-of-the-art techniques from both video and language domains. Our approach
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Video-ChatGPT

Video-ChatGPT

Otter (Trained on Dense Caption)

Otter (trained on FunQA)

One person was multitasking by eating while 
using their phone, and another person 
accidentally flicked ketchup onto their face.

The most amusing aspect of the video is that the 
man had barely started his meal when he had to 
rush to answer the phone. He had to hold the 
burger in one hand and use the other to drag 
himself away, which was quite humorous.

H2: Describe the comedic scene in the video 

H3: Can you explain why the content is humorous?



FunQA: Surprising Video Understanding

Otter gains significant improvement after training on FunQA training set, 
but the FunQA benchmark is still very challenging.



WorldQA 

WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning



WorldQA

1. To determine where the lady went when she was absent from the video, we rely on

visual cues, auditory hints, and the application of world knowledge. This forms a 

reasoning chain to deduce the answer.  

2. WorldQA comprises 1007 question-answer pairs and 303 videos, spanning five types of 

world knowledge. On average, the reasoning chain consists of 4.45 steps.

1. The questions in WorldQA require a complex reasoning process, which is 
evident in the answer lengths: while answers in other VideoQA datasets 
average below five words, those in WorldQA average 24.3 words.

2. To our knowledge, WorldQA is the first VideoQA dataset that incorporates 
questions necessitating world knowledge.v

WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning



WorldQA: Multimodal World Knowledge in Videos through Long-Chain Reasoning

WorldQA



Unsolvable Problem Detection
 Evaluating Trustworthiness of Vision Language Models



Unsolvable Problem Detection
 Evaluating Trustworthiness of Vision Language Models



AI Assistant with Scene Graph

Panoptic Scene Graph
[ECCV’22]

Panoptic Video Scene Graph
[CVPR’23]

4D Panoptic Scene Graph
[NeurIPS’23]

AI Assistant with VLMs

Bo LiJingkang Yang Yuanhan Zhang

FunQA

WorldQA

Unsolvable Problem Detection Octopus

Neuro-Symbolic
Assistant

End-to-End
Assistant

LLaVA-NeXT

Benchmarking AI Assistants

Embodied 
AI Assistant

LMM-Eval



Towards Building 
Multi-Modal AI Assistant

Towards Building 
Embodied Multi-Modal AI Assistant





Octopus: Embodied Vision-Language Programmer from Environmental Feedback



AI Assistant with Scene Graph

Panoptic Scene Graph
[ECCV’22]

Panoptic Video Scene Graph
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4D Panoptic Scene Graph
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AI Assistant with VLMs

Bo LiJingkang Yang Yuanhan Zhang

FunQA

WorldQA

Unsolvable Problem Detection Octopus

Neuro-Symbolic
Assistant

End-to-End
Assistant

LLaVA-NeXT

Benchmarking AI Assistants

Embodied 
AI Assistant

LMM-Eval


	Intro
	Slide 1: Building Open-World Multi-Modal AI Assistant
	Slide 2

	PSG
	Slide 3
	Slide 4
	Slide 5
	Slide 6: Beyond Object Recognition
	Slide 7: Beyond Object Recognition
	Slide 8: Beyond Object Recognition
	Slide 9: Q: What happened in the image?
	Slide 10: Q: What happened in the image?
	Slide 11: Beyond Object Recognition
	Slide 12: PSG: Panoptic Scene Graph
	Slide 13: PSG: Panoptic Scene Graph
	Slide 14: PSG Dataset
	Slide 15
	Slide 16
	Slide 17
	Slide 18: PSG: Panoptic Scene Graph
	Slide 19: PSG + Video = PVSG
	Slide 20
	Slide 21: PVSG Dataset
	Slide 22: PVSG Dataset
	Slide 23: PVSG Dataset (Egocentric)
	Slide 24
	Slide 25
	Slide 26
	Slide 27: PSG + Video + 3D = PSG4D
	Slide 28: PSG4D: AI Assistant in 4D world
	Slide 29: PSG4D Dataset
	Slide 30: PSG4D Pipeline
	Slide 31: PSG4D Real-World Application
	Slide 32: AI Assistant with SG

	otter intro
	Slide 33
	Slide 34: The pathway: From Language Models to Language Assistant
	Slide 35: The pathway: From Multi-modal Models to Multi-modal Assistants
	Slide 36: The pathway: From Multi-modal Models to Multi-modal Assistants

	from flamingo to otter
	Slide 37: Flamingo: a Visual Language Model for Few-Shot Learning
	Slide 39: Flamingo not equal Multi-modal Assistants
	Slide 40: Flamingo not equal Multi-modal Assistants
	Slide 41: MMC4: Image-text interleaved data for OpenFlamingo Pretraining
	Slide 42: From interleaved data pretraining to multi-modal In-context instruction tuning
	Slide 43: From interleaved data pretraining to multi-modal In-context instruction tuning
	Slide 44: Otter: A Multi-Modal In-context Instruction Tuned Model

	MIMIC-IT
	Slide 45
	Slide 46

	OTTER
	Slide 51: Otter’s Capacities Preview
	Slide 52: Otter’s Benchmark Performance
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57

	LlaVA-NeXT
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70
	Slide 71
	Slide 72
	Slide 73: FunQA: Surprising Video Understanding
	Slide 74
	Slide 75
	Slide 76: FunQA: Surprising Video Understanding
	Slide 77: FunQA: Surprising Video Understanding
	Slide 78: FunQA: Surprising Video Understanding
	Slide 79
	Slide 80
	Slide 81
	Slide 82
	Slide 83
	Slide 84
	Slide 85
	Slide 86
	Slide 87

	Demo & Conclusion
	Slide 88


