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Learning 3D from Multi-View Supervision

Dense Views Sparse Views Single View Category/Text/Image Condition

Original NeRF

[NeRF, Mildenhall et al. 2020]

Surface

[Neus, Wang et al. 2021]

Efficiency

[Instant-NGP, Müller et al. 2022]

[MVSNeRF, Chen et al. 2021] [pixelNeRF, Yu et al. 2020]

Generalizable NeRFs

[Zero-123, Liu et al. 2023]

[One-2-3-45, Liu et al. 2023]

Foundation models

[Point-E, Nichol et al. 2022]
[DreamFusion, Poole et al. 2022]

[Magic3D, Lin et al. 2022]

[GET3D, Gao et al. 2022] [DiiffRF, Müller et al. 2023]

[Shap-E, Jun et al. 2023]

Regularization

[RegNeRF, Niemeyer et al., 2022]

Diffusion priors

[FreeNeRF, Yang et al., 2023]

3D generative models

[AutoSDF, Mittal et al. 2022]

GenerationReconstruction

·  ·  ·  ·
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3D Generative Models
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Mesh

Triplane

图例

MLP

3DGS

Voxel

3D-Native Text-to-3D

Reconstruction 

Random Sampling

LION (NeurIPS 22)

DiffRF (CVPR 23) DiffTF (ICLR 24)

HyperDiffusion (ICCV 23) MeshGPT (CVPR 24)

LN3Diff (arXiv 24)

Point-E (OpenAI 22)

Shap-E (OpenAI 23)

3DTopia (arXiv 24)Instant3D (Adobe 24)

LGM (arXiv 24) LATTE3D (Nvidia 24)



Foundation Ecosystem

4

Data

Model

Evaluation

· · ·



Overview

1. 3D Object Dataset

2. 3D Generative Models

3. 4D Generative Models

4. 3D Generation Evaluation
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3D Object Dataset
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OmniObject3D
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Textured meshes

Rendered imagesPoint clouds

Real-captured videos

GenerationNovel View Synthesis Surface ReconstructionPerception

6K models from around 200 classes

OmniObject3D: Large-Vocabulary 3D Object Dataset for Realistic Perception, Reconstruction and Generation  

[CVPR 2023 Best Paper Candidate] (0.51%, 12/2359)



OmniObject3D: Background & motivation
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ShapeNet
large in scale
low quality
not realistic

Synthetic data

CO3D
large in scale

No 3D GT

Multi-view images

large-vocabulary
high quality

real-world scans

OmniObject3D

Google scanned 
objects

high quality
real-world scans

household objects

Real-world 3D scans



OmniObject3D: Statistics
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Dataset Year Real Full 3D Video Num Objs Num Cats

ShapeNet 2015 √ 51k 55

ModelNet 2014 √ 12k 40

Objaverse 2023 √ 818k 21k

3D-Future 2020 √ 16k 34

ABO 2021 √ 8k 63

Toys4K 2021 √ 4k 105

CO3D V1/V2 2021 √ √ 19k/40k 50

MVImgNet 2023 √ √ 219k 238

DTU 2014 √ √ 124 NA

GSO 2021 √ √ 1k 17

AKB-48 2022 √ √ 2k 48

Ours 2022 √ √ √ 6k 190

Synthetic data

Multi-view image

online assets with a 
variety of data types

We are still collecting data, and the size of 

OmniObject3D is still growing.

A new version with 18k real scanned 3D objects will 

be released as soon as possible.

Real-world 3D scans



OmniObject3D: Applications
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OmniObject3D V2

2.5X

3X

+2X

Vocabulary ModesNumber

Text

Pose
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OmniObject3D V2

Summary

Appearance

Material

Style

Function

This is a relatively small teacup with a brownish-
red exterior and white interior, featuring a blue 
line pattern at the top and a rounded white 
bump on the bottom, structured in an overall 
axisymmetric manner.

It's a teacup.

Ceramic, hard, reflective, smooth surface.

Simplicity.

Water storage.

Summary

Appearance

Material

Style

Function

The upper part of this coral simulation model is 
yellow, below the yellow section, there are pink 
and purple corals, the purple corals have white 
attachments on their surfaces, several colors of 
corals are on a brown reef, and the entire model 
is asymmetrical.

It's a coral simulation model.

Plastic, rough surface, hard, slightly reflective.

Reality.

Entertainment, decoration.

Summary

Appearance

Material

Style

Function

This teapot is white with a gray handle 
positioned perpendicular to the spout, and a 
small round gray handle at the top of the lid; the 
body of the teapot is adorned with a pattern of 
pink lotuses, gray lotus leaves, and red buds,  all 
structured in an asymmetric manner.

It's a teapot.

Ceramic, rough surface, hard, slightly reflective.

Simplicity.

Tea making, water storage.

Summary

Appearance

Material

Style

Function

Overall purple, the box features a pink LinaBell
on the surface wearing a dark purple flower and 
blue eyes, complemented by a row of purple 
and pink letters underneath, all structured in an 
axisymmetric manner.

It's a glasses case.

Leather, rubber, metal, smooth surface, hard, 
slightly reflective, metallic.

Cartoon.

Store glasses, decoration.
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Omni6D: Large-Vocabulary 6D Pose Estimation  



3D Generative Models
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3DTopia: Motivation & Overview
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3DTopia: Large Text-to-3D Generation Model with Hybrid Diffusion Prior

Motivation: 
• 3D Diffusion Model (3D Prior): 

✓ Fast Sampling Speed (a few seconds), 

 but Low Generation Quality

• Score Distillation Sampling (2D Prior): 

✓ High Generation Quality, 

 but Slow Generation Speed (a few hours)

➢ 3DTopia (Hybrid Diffusion Prior)

✓ Fast Sampling Speed (3min)

Feed forward inference of first stage diffusion 

model

✓ High Generation Quality

Second stage SDS ensures high quality texture

“Arctic Fox”

First Stage
Fast 3D Diffusion Sampling (30s)

Second Stage
Rapid SDS Finetuning (2.5min)



3DTopia: Dataset Preparation
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Large 3D Dataset

Multi-View Images Rendering

 
LLaVA

<Caption>

3D Captioning Data Cleaning

MLP

Tri-plane Fitting



3DTopia: Method
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Stage I: Tri-plane Latent Diffusion Model

Tri-plane VAE

Tri-plane

Rollout
KL Divergence

Encoder Decoder

Reconstruction Loss

Latent Diffusion Model

Forward Diffusion 

Process

Denoising Process

XTX0 X1

…



3DTopia: Method
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Stage II: SDS-Based Refinement

Two-Step SDS-Based Texture Refinement

Marching Cube Latent-Space

Refinement

Pixel-Space

Refinement



3DTopia: Results
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A hamburger Arctic Fox
Astronaut Suit 

and Helmet Bean Bag Chair Sailboat

Point-E

Shap-E

3DTopia



3DTopia: Demo Video

20



ThemeStation: Motivation
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Motivation: 

Generate 3D assets from a few 3D exemplars

ThemeStation can synthesize customized 

3D assets based on given few exemplars.

Reference models Generated 3D galleries

ThemeStation: Generating Theme-Aware 3D Assets from Few Exemplars  
[SIGGRAPH 2024]



ThemeStation: Method Overview
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Concept images {𝒙𝑐}Rendered images {𝒙𝑟}Reference model {𝒎𝑟}

Stage I: Concept image generation

Theme-driven
Diffusion

Dual score distillation 
(DSD)

Generated model 𝒎𝑜Concept image

Reference model

Reference
Prior ∅𝑟

Concept 
Prior ∅𝑐

Noise

𝒙0

Dual score distillation (DSD)

Concept 
image

…

High noise levels 

𝑥𝑡ℎ

Stage II: Reference-informed 3D asset modeling

Rendered image

Reference
model

Low noise levels

𝑥𝑡𝑙𝑥𝑇

… … … …

Sampling

Update

𝓛𝒄𝒐𝒏𝒄𝒆𝒑𝒕𝓛𝐫𝐞𝐟



ThemeStation: a few 3D exemplar based generation

Reference models Generated 3D galleries



ThemeStation: one 3D exemplar based generation
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Reference models Generated 3D galleries



HyperDreamer: Single image to 3D
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Reference images 3D generation and editing

Renderable Editable Viewable

HyperDreamer: Hyper-Realistic 3D Content Generation and Editing from a Single Image

[SIGGRAPH Asia 2023]

Motivation: 

To improve the texture resolution; add material modelling; support interactive texture editing.



HyperDreamer: Priors to use
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[De-rendering, Wimbauer et al., 2022]

[Zero123, Liu et al., 2023] 2D Diffusion Prior [SAM, Kirillov et al., 2023] Semantic Prior

Material Prior



HyperDreamer: Method

27

Diffusion Prior

Single-image Generation Interactive editing

Semantic Prior Derender Prior

segmentation specular init-base  specular albedo

SDS Loss

Novel-view images

Neural radiance field

2D generation 

SR Loss

Super-
resolution

Seg Loss

Albedo Loss
“A minion with jeans”

“A minion with dark red eye”

Negative point prompt

Positive point prompt
User

✓ Region: a few clicks
✓ Content: language

RGB Loss

Albedo

Specular

Roughness

Semantic

Normal

Rendering

Specularbase 𝑺𝒔

Roughness base 𝑹𝒔

Normal base

lighting

Networks

Query 

Query 



HyperDreamer: Demo
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Make-it-Real: Reliable material inference and modelling
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Motivation:  Leverage Multimodal Large Language Model to provide priors for this highly ill-posed problem.



Make-it-Real: Method
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Make-it-Real: Demo
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DreamGaussian: Motivation & Overview
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DreamGaussian: Generative Gaussian Splatting for Efficient 3D Content Creation  

[ICLR 2024 Oral] (3.75%, 86/2296)

Motivation: 

Current obstacles for practical 3D 
generation: 

Success rate and Generation speed.

Two-stage optimization

3D representation matters:

• Gaussian Splatting: grow from a 

small number of Gaussians

• Polygonal Mesh: hard to be 

optimized from scratch, but good as 

a second stage.



DreamGaussian: Method 
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Densification is important for details

We start from a small number (e.g., 5000) of 

Gaussians so the shape can initialize very fast. 

During training, we gradually add more Gaussians 

to generate details.

~10000 Gaussians5000 Gaussians



DreamGaussian: Method 
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Optimize the UV-space mesh texture

SDS is ambiguous/stochastic at 

the denoising direction

We learn from SDEdit (image-to-

image) to enhance the details by 

using multi-step optimization.

We adopt a mesh stage to 

optimize the UV-space texture.



DreamGaussian: Text-to-3D Results
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Text-to-3D

Both stages take about 2.5 minutes to converge (due to a larger resolution of SD).

Very terrible Janus Problem, maybe due to the fast convergence.



DreamGaussian: Image-to-3D Results
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Image-to-3D

Both stages take about 1 minute to converge.

Back-view is still blurry compared to front-view.



LGM: Motivation & Overview
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LGM: Large Multi-View Gaussian Model for High-Resolution 3D Content Creation

Motivation: 

✓ LRM (32 x 32 triplane-based, limited resolution) + Gaussian Splatting for higher fidelity

✓ Multi-view settings could achieve 3D generation with higher quality



LGM: Method
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1. Fused multi-view Gaussian features

Cross-View Self-Attention

2. Asymmetric U-Net

high-resolution in training (e.g., 512x512)



LGM: Method
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3. Meshing

Better than “density field + marching cube”



LGM: Image-to-3D
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LGM: Text-to-3D
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4D Generative Models

42



DG4D：Motivation & Overview
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DreamGaussian4D: Generative 4d gaussian splatting

Motivation: 

✓ 3D Prior + Video Prior for diverse and high-quality 4D generation 

✓ 3D Gaussian Kernels could be well-suited for dynamic 4D 

✓ Mesh Sequences could be well-optimized by using video priors

✓ The whole 4D generation could be resolved in 5 min



DG4D：Method Overview
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DG4D：Motion Representation
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1. Initialization: Static 3D Gaussian

Image-to-3D Generation based on 3DGS 

2. Dynamics: HexPlane Optimization

Deformation Field for 4D Generation

3. Refinement: Video Prior 

Video-to-Video Refinement



DG4D：Results
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Input Image

Animate124

DG4D (Ours)

>> 8 hours

<5mins

Gen. Time



Motivation: 

Feedforward 3D Generation + Video Prior for 

diverse and high-quality 4D generation 

Emu Sora

L4GM: Motivation & Overview
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Reconstruct

L4GM

T

Output: a sequence of 3DGS

T

Image
Dream

Input 2: multiview images at t=1

Input 1: video frames

t=1

L4GM: Large 4D Gaussian Reconstruction Model



L4GM: Objaverse-4D dataset
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Animated objects in Objaverse-1.0

44K objects (5%) / 110K animations / 500K 3D frames

After filtering, rendered in 48 views: 300M images



L4GM: Method
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Time

Views
t=T

…

Pseudo-multiview

Copy

…

t=1ResBlock

Time  Self Attention

( B T V ) H W C  ---> ( B V ) (T H W ) C   

( B V ) (T H W ) C  ---> ( B T V ) H W C 

View Self Attention
( B T V ) H W C  ---> ( B T ) ( V H W ) C   

( B T ) ( V H W ) C  ---> ( B T V ) H W C 

Gaussian Sequence

t=2

� ∈ℝ 	 	 	 	 	

� ∈ℝ 		 	 	

• Fully exploit the LGM pretrain

• Simple design for better scalaibility



L4GM: Autoregressive reconstruction for long videos
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RGB interpolated frames

4D Interpolation Model

L4GM

…

…

� � � �

� � ��

�

L4GM

…

…

� � �

� � ��

�

�

render

� �

render render
� �

� �� �



L4GM: 4D Interpolation model
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RGB interpolated frames

4D Interpolation Model

L4GM

…

…

� � � �

� � ��

�

L4GM

…

…

� � �

� � ��

�

�

render

� �

render render
� �

� �� �



L4GM: 4D Results

52

Input Video L4GM (ours) 

STAG4DDG4D

Runtime: 7.0 seconds

Runtime: ~10 minutes Runtime: ~2 hrs



3D Generation Evaluation
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GPT4Eval: Motivation & Overview
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GPT4Eval: GPT-4V(ision) is a Human-Aligned Evaluator for Text-to-3D Generation  
[CVPR 2024]

Step 2: Comparing 3D assets

Step 1: Generate input text prompts

Let’s focus 

on creative 

prompts!

Which 

asset looks 

more 

realistic?

List of 

evaluation text 

prompts

Generate 3D Assets for evaluation text 

prompts

“Right is 

better.”
“Right is 

better.”
“Right is 

better.”
“Right is 

better.”

Sample 

pairs of 

methods

ELO 

Rating

113

6

123

8
…

Text-to-3D has gained increasing attention! 

How do we achieve it?

But evaluation metric has lagged behind…

Use GPT-4V!



GPT4Eval: Input-text prompt generation pipeline
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GPT4Eval: How to formulate the input? 
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2. Paired comparison alleviates the ambiguity inherent in an 
absolute score

1. Multiple views provide a full-view 3D perception



GPT4Eval: Example outputs 
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GPT4Eval: Elo System
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Problem: Comparison is noisy. Same match can lead to different results.

E.g. {(A >  B), (A > C), (B > C), (B > A), (A > B), …}

Our solution: use Elo system from chess

Elo score’s assumption:

- each player has a unique score quantifying the performance 

- When two players compete, we draw a number from Gaussian whose 
mean equals their score; the player who got a larger number wins.



GPT4Eval: Experiments
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Our metric is human-alignment across criteria

Kendall’s Tau between metric predicted ranking and expert predicted ranking (higher is better). 

Our metrics reach top-2 alignment in all six criteria while existing automatic metrics are usually 

good at one or two. 



3DGen-Bench: 3D Generation Human Preference Arena
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• 2 Tracks

• 1k+ prompts

• 10k+ generated models

• 60k paired data 



3DGen-Bench: 3D Generation Human Preference Arena
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Which one is Better ?

ProlificDreamer Dreamfusion Magic3D                        SJC                    LatentNeRF Fantasia3D               MVDream



Thank you!
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